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1 Preliminaries to Complex
Analysis

The sweeping development of mathematics during the
last two centuries is due in large part to the introduc-
tion of complex numbers; paradoxically, this is based
on the seemingly absurd notion that there are num-
bers whose squares are negative.

E. Borel, 1952

This chapter is devoted to the exposition of basic preliminary material
which we use extensively throughout of this book.

We begin with a quick review of the algebraic and analytic properties
of complex numbers followed by some topological notions of sets in the
complex plane. (See also the exercises at the end of Chapter 1 in Book I.)

Then, we define precisely the key notion of holomorphicity, which is
the complex analytic version of differentiability. This allows us to discuss
the Cauchy-Riemann equations, and power series.

Finally, we define the notion of a curve and the integral of a function
along it. In particular, we shall prove an important result, which we state
loosely as follows: if a function f has a primitive, in the sense that there
exists a function F that is holomorphic and whose derivative is precisely
f , then for any closed curve γ∫

γ

f(z) dz = 0.

This is the first step towards Cauchy’s theorem, which plays a central
role in complex function theory.

1 Complex numbers and the complex plane

Many of the facts covered in this section were already used in Book I.

1.1 Basic properties

A complex number takes the form z = x+ iy where x and y are real,
and i is an imaginary number that satisfies i2 = −1. We call x and y the
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real part and the imaginary part of z, respectively, and we write

x = Re(z) and y = Im(z).

The real numbers are precisely those complex numbers with zero imagi-
nary parts. A complex number with zero real part is said to be purely
imaginary.

Throughout our presentation, the set of all complex numbers is de-
noted by C. The complex numbers can be visualized as the usual Eu-
clidean plane by the following simple identification: the complex number
z = x+ iy ∈ C is identified with the point (x, y) ∈ R2. For example, 0
corresponds to the origin and i corresponds to (0, 1). Naturally, the x
and y axis of R2 are called the real axis and imaginary axis, because
they correspond to the real and purely imaginary numbers, respectively.
(See Figure 1.)

Real axis

Im
ag

in
ar

y 
ax

is

z = x+ iy = (x, y)

x0 1

i

iy

Figure 1. The complex plane

The natural rules for adding and multiplying complex numbers can be
obtained simply by treating all numbers as if they were real, and keeping
in mind that i2 = −1. If z1 = x1 + iy1 and z2 = x2 + iy2, then

z1 + z2 = (x1 + x2) + i(y1 + y2),

and also

z1z2 = (x1 + iy1)(x2 + iy2)

= x1x2 + ix1y2 + iy1x2 + i2y1y2

= (x1x2 − y1y2) + i(x1y2 + y1x2).
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If we take the two expressions above as the definitions of addition and
multiplication, it is a simple matter to verify the following desirable
properties:

• Commutativity: z1 + z2 = z2 + z1 and z1z2 = z2z1 for all z1, z2∈C.

• Associativity: (z1 + z2) + z3 = z1 + (z2 + z3); and (z1z2)z3 =
z1(z2z3) for z1, z2, z3 ∈ C.

• Distributivity: z1(z2 + z3) = z1z2 + z1z3 for all z1, z2, z3 ∈ C.

Of course, addition of complex numbers corresponds to addition of the
corresponding vectors in the plane R2. Multiplication, however, consists
of a rotation composed with a dilation, a fact that will become transpar-
ent once we have introduced the polar form of a complex number. At
present we observe that multiplication by i corresponds to a rotation by
an angle of π/2.

The notion of length, or absolute value of a complex number is identical
to the notion of Euclidean length in R2. More precisely, we define the
absolute value of a complex number z = x+ iy by

|z| = (x2 + y2)1/2,

so that |z| is precisely the distance from the origin to the point (x, y). In
particular, the triangle inequality holds:

|z + w| ≤ |z| + |w| for all z, w ∈ C.

We record here other useful inequalities. For all z ∈ C we have both
|Re(z)| ≤ |z| and |Im(z)| ≤ |z|, and for all z, w ∈ C

||z| − |w|| ≤ |z − w|.

This follows from the triangle inequality since

|z| ≤ |z − w| + |w| and |w| ≤ |z − w| + |z|.

The complex conjugate of z = x+ iy is defined by

z = x− iy,

and it is obtained by a reflection across the real axis in the plane. In
fact a complex number z is real if and only if z = z, and it is purely
imaginary if and only if z = −z.
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The reader should have no difficulty checking that

Re(z) =
z + z

2
and Im(z) =

z − z

2i
.

Also, one has

|z|2 = zz and as a consequence
1
z

=
z

|z|2 whenever z �= 0.

Any non-zero complex number z can be written in polar form

z = reiθ ,

where r > 0; also θ ∈ R is called the argument of z (defined uniquely
up to a multiple of 2π) and is often denoted by arg z, and

eiθ = cos θ + i sin θ.

Since |eiθ| = 1 we observe that r = |z|, and θ is simply the angle (with
positive counterclockwise orientation) between the positive real axis and
the half-line starting at the origin and passing through z. (See Figure 2.)

r

θ

0

z = reiθ

Figure 2. The polar form of a complex number

Finally, note that if z = reiθ and w = seiϕ, then

zw = rsei(θ+ϕ),

so multiplication by a complex number corresponds to a homothety in
R2 (that is, a rotation composed with a dilation).
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1.2 Convergence

We make a transition from the arithmetic and geometric properties of
complex numbers described above to the key notions of convergence and
limits.

A sequence {z1, z2, . . .} of complex numbers is said to converge to
w ∈ C if

lim
n→∞

|zn − w| = 0, and we write w = lim
n→∞

zn.

This notion of convergence is not new. Indeed, since absolute values in
C and Euclidean distances in R2 coincide, we see that zn converges to w
if and only if the corresponding sequence of points in the complex plane
converges to the point that corresponds to w.

As an exercise, the reader can check that the sequence {zn} converges
to w if and only if the sequence of real and imaginary parts of zn converge
to the real and imaginary parts of w, respectively.

Since it is sometimes not possible to readily identify the limit of a
sequence (for example, limN→∞

∑N
n=1 1/n3), it is convenient to have a

condition on the sequence itself which is equivalent to its convergence. A
sequence {zn} is said to be a Cauchy sequence (or simply Cauchy) if

|zn − zm| → 0 as n, m →∞.

In other words, given ε > 0 there exists an integer N > 0 so that
|zn − zm| < ε whenever n,m > N . An important fact of real analysis
is that R is complete: every Cauchy sequence of real numbers converges
to a real number.1 Since the sequence {zn} is Cauchy if and only if the
sequences of real and imaginary parts of zn are, we conclude that every
Cauchy sequence in C has a limit in C. We have thus the following result.

Theorem 1.1 C, the complex numbers, is complete.

We now turn our attention to some simple topological considerations
that are necessary in our study of functions. Here again, the reader will
note that no new notions are introduced, but rather previous notions are
now presented in terms of a new vocabulary.

1.3 Sets in the complex plane

If z0 ∈ C and r > 0, we define the open disc Dr(z0) of radius r cen-
tered at z0 to be the set of all complex numbers that are at absolute

1This is sometimes called the Cauchy convergence criterion and is equivalent with the
Bolzano-Weierstrass theorem.
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value strictly less than r from z0. In other words,

Dr(z0) = {z ∈ C : |z − z0| < r},

and this is precisely the usual disc in the plane of radius r centered at
z0. The closed disc Dr(z0) of radius r centered at z0 is defined by

Dr(z0) = {z ∈ C : |z − z0| ≤ r},

and the boundary of either the open or closed disc is the circle

Cr(z0) = {z ∈ C : |z − z0| = r}.

Since the unit disc (that is, the open disc centered at the origin and of
radius 1) plays an important role in later chapters, we will often denote
it by D,

D = {z ∈ C : |z| < 1}.

Given a set Ω ⊂ C, a point z0 is an interior point of Ω if there exists
r > 0 such that

Dr(z0) ⊂ Ω.

The interior of Ω consists of all its interior points. Finally, a set Ω is
open if every point in that set is an interior point of Ω. This definition
coincides precisely with the definition of an open set in R2.

A set Ω is closed if its complement Ωc = C − Ω is open. This property
can be reformulated in terms of limit points. A point z ∈ C is said to
be a limit point of the set Ω if there exists a sequence of points zn ∈ Ω
such that zn �= z and limn→∞ zn = z. The reader can now check that a
set is closed if and only if it contains all its limit points. The closure of
any set Ω is the union of Ω and its limit points, and is often denoted by
Ω.

Finally, the boundary of a set Ω is equal to its closure minus its
interior, and is often denoted by ∂Ω.

A set Ω is bounded if there exists M > 0 such that |z| < M whenever
z ∈ Ω. In other words, the set Ω is contained in some large disc. If Ω is
bounded, we define its diameter by

diam(Ω) = sup
z,w∈Ω

|z − w|.

A set Ω is said to be compact if it is closed and bounded. Arguing
as in the case of real variables, one can prove the following.
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Theorem 1.2 The set Ω ⊂ C is compact if and only if every sequence
{zn} ⊂ Ω has a subsequence that converges to a point in Ω.

An open covering of Ω is a family of open sets {Uα} (not necessarily
countable) such that

Ω ⊂
⋃
α

Uα.

In analogy with the situation in R, we have the following equivalent
formulation of compactness.

Theorem 1.3 A set Ω is compact if and only if every open covering of
Ω has a finite subcovering.

Another interesting property of compactness is that of nested sets.
We shall in fact use this result at the very beginning of our study of
complex function theory, more precisely in the proof of Goursat’s theorem
in Chapter 2.

Proposition 1.4 If Ω1 ⊃ Ω2 ⊃ · · · ⊃ Ωn ⊃ · · · is a sequence of non-empty
compact sets in C with the property that

diam(Ωn) → 0 as n→ ∞,

then there exists a unique point w ∈ C such that w ∈ Ωn for all n.

Proof. Choose a point zn in each Ωn. The condition diam(Ωn) → 0
says precisely that {zn} is a Cauchy sequence, therefore this sequence
converges to a limit that we call w. Since each set Ωn is compact we
must have w ∈ Ωn for all n. Finally, w is the unique point satisfying this
property, for otherwise, if w′ satisfied the same property with w′ �= w
we would have |w − w′| > 0 and the condition diam(Ωn) → 0 would be
violated.

The last notion we need is that of connectedness. An open set Ω ⊂ C is
said to be connected if it is not possible to find two disjoint non-empty
open sets Ω1 and Ω2 such that

Ω = Ω1 ∪ Ω2.

A connected open set in C will be called a region. Similarly, a closed
set F is connected if one cannot write F = F1 ∪ F2 where F1 and F2 are
disjoint non-empty closed sets.

There is an equivalent definition of connectedness for open sets in terms
of curves, which is often useful in practice: an open set Ω is connected
if and only if any two points in Ω can be joined by a curve γ entirely
contained in Ω. See Exercise 5 for more details.
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2 Functions on the complex plane

2.1 Continuous functions

Let f be a function defined on a set Ω of complex numbers. We say that
f is continuous at the point z0 ∈ Ω if for every ε > 0 there exists δ > 0
such that whenever z ∈ Ω and |z − z0| < δ then |f(z) − f(z0)| < ε. An
equivalent definition is that for every sequence {z1, z2, . . .} ⊂ Ω such that
lim zn = z0, then lim f(zn) = f(z0).

The function f is said to be continuous on Ω if it is continuous at
every point of Ω. Sums and products of continuous functions are also
continuous.

Since the notions of convergence for complex numbers and points in
R2 are the same, the function f of the complex argument z = x+ iy is
continuous if and only if it is continuous viewed as a function of the two
real variables x and y.

By the triangle inequality, it is immediate that if f is continuous, then
the real-valued function defined by z 	→ |f(z)| is continuous. We say that
f attains a maximum at the point z0 ∈ Ω if

|f(z)| ≤ |f(z0)| for all z ∈ Ω,

with the inequality reversed for the definition of a minimum.

Theorem 2.1 A continuous function on a compact set Ω is bounded and
attains a maximum and minimum on Ω.

This is of course analogous to the situation of functions of a real vari-
able, and we shall not repeat the simple proof here.

2.2 Holomorphic functions

We now present a notion that is central to complex analysis, and in
distinction to our previous discussion we introduce a definition that is
genuinely complex in nature.

Let Ω be an open set in C and f a complex-valued function on Ω. The
function f is holomorphic at the point z0 ∈ Ω if the quotient

(1)
f(z0 + h) − f(z0)

h

converges to a limit when h→ 0. Here h ∈ C and h �= 0 with z0 + h ∈ Ω,
so that the quotient is well defined. The limit of the quotient, when it
exists, is denoted by f ′(z0), and is called the derivative of f at z0:

f ′(z0) = lim
h→0

f(z0 + h) − f(z0)
h

.



2. Functions on the complex plane 9

It should be emphasized that in the above limit, h is a complex number
that may approach 0 from any direction.

The function f is said to be holomorphic on Ω if f is holomorphic
at every point of Ω. If C is a closed subset of C, we say that f is
holomorphic on C if f is holomorphic in some open set containing C.
Finally, if f is holomorphic in all of C we say that f is entire.

Sometimes the terms regular or complex differentiable are used in-
stead of holomorphic. The latter is natural in view of (1) which mimics
the usual definition of the derivative of a function of one real variable.
But despite this resemblance, a holomorphic function of one complex
variable will satisfy much stronger properties than a differentiable func-
tion of one real variable. For example, a holomorphic function will actu-
ally be infinitely many times complex differentiable, that is, the existence
of the first derivative will guarantee the existence of derivatives of any
order. This is in contrast with functions of one real variable, since there
are differentiable functions that do not have two derivatives. In fact more
is true: every holomorphic function is analytic, in the sense that it has a
power series expansion near every point (power series will be discussed
in the next section), and for this reason we also use the term analytic
as a synonym for holomorphic. Again, this is in contrast with the fact
that there are indefinitely differentiable functions of one real variable
that cannot be expanded in a power series. (See Exercise 23.)

Example 1. The function f(z) = z is holomorphic on any open set in
C, and f ′(z) = 1. In fact, any polynomial

p(z) = a0 + a1z + · · · + anz
n

is holomorphic in the entire complex plane and

p′(z) = a1 + · · · + nanz
n−1.

This follows from Proposition 2.2 below.

Example 2. The function 1/z is holomorphic on any open set in C that
does not contain the origin, and f ′(z) = −1/z2.

Example 3. The function f(z) = z is not holomorphic. Indeed, we have

f(z0 + h) − f(z0)
h

=
h

h

which has no limit as h→ 0, as one can see by first taking h real and
then h purely imaginary.
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An important family of examples of holomorphic functions, which
we discuss later, are the power series. They contain functions such as
ez, sin z, or cos z, and in fact power series play a crucial role in the theory
of holomorphic functions, as we already mentioned in the last paragraph.
Some other examples of holomorphic functions that will make their ap-
pearance in later chapters were given in the introduction to this book.

It is clear from (1) above that a function f is holomorphic at z0 ∈ Ω
if and only if there exists a complex number a such that

(2) f(z0 + h) − f(z0) − ah = hψ(h),

where ψ is a function defined for all small h and limh→0 ψ(h) = 0. Of
course, we have a = f ′(z0). From this formulation, it is clear that f is
continuous wherever it is holomorphic. Arguing as in the case of one real
variable, using formulation (2) in the case of the chain rule (for exam-
ple), one proves easily the following desirable properties of holomorphic
functions.

Proposition 2.2 If f and g are holomorphic in Ω, then:

(i) f + g is holomorphic in Ω and (f + g)′ = f ′ + g′.

(ii) fg is holomorphic in Ω and (fg)′ = f ′g + fg′.

(iii) If g(z0) �= 0, then f/g is holomorphic at z0 and

(f/g)′ =
f ′g − fg′

g2
.

Moreover, if f : Ω → U and g : U → C are holomorphic, the chain rule
holds

(g ◦ f)′(z) = g′(f(z))f ′(z) for all z ∈ Ω.

Complex-valued functions as mappings

We now clarify the relationship between the complex and real deriva-
tives. In fact, the third example above should convince the reader that
the notion of complex differentiability differs significantly from the usual
notion of real differentiability of a function of two real variables. Indeed,
in terms of real variables, the function f(z) = z corresponds to the map
F : (x, y) 	→ (x,−y), which is differentiable in the real sense. Its deriva-
tive at a point is the linear map given by its Jacobian, the 2 × 2 matrix
of partial derivatives of the coordinate functions. In fact, F is linear and
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is therefore equal to its derivative at every point. This implies that F is
actually indefinitely differentiable. In particular the existence of the real
derivative need not guarantee that f is holomorphic.

This example leads us to associate more generally to each complex-
valued function f = u+ iv the mapping F (x, y) = (u(x, y), v(x, y)) from
R2 to R2.

Recall that a function F (x, y) = (u(x, y), v(x, y)) is said to be differ-
entiable at a point P0 = (x0, y0) if there exists a linear transformation
J : R2 → R2 such that

(3)
|F (P0 +H) − F (P0) − J(H)|

|H| → 0 as |H| → 0, H ∈ R2.

Equivalently, we can write

F (P0 +H) − F (P0) = J(H) + |H|Ψ(H) ,

with |Ψ(H)| → 0 as |H| → 0. The linear transformation J is unique and
is called the derivative of F at P0. If F is differentiable, the partial
derivatives of u and v exist, and the linear transformation J is described
in the standard basis of R2 by the Jacobian matrix of F

J = JF (x, y) =
(
∂u/∂x ∂u/∂y
∂v/∂x ∂v/∂y

)
.

In the case of complex differentiation the derivative is a complex number
f ′(z0), while in the case of real derivatives, it is a matrix. There is,
however, a connection between these two notions, which is given in terms
of special relations that are satisfied by the entries of the Jacobian matrix,
that is, the partials of u and v. To find these relations, consider the limit
in (1) when h is first real, say h = h1 + ih2 with h2 = 0. Then, if we
write z = x+ iy, z0 = x0 + iy0, and f(z) = f(x, y), we find that

f ′(z0) = lim
h1→0

f(x0 + h1, y0) − f(x0, y0)
h1

=
∂f

∂x
(z0),

where ∂/∂x denotes the usual partial derivative in the x variable. (We fix
y0 and think of f as a complex-valued function of the single real variable
x.) Now taking h purely imaginary, say h = ih2, a similar argument
yields
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f ′(z0) = lim
h2→0

f(x0, y0 + h2) − f(x0, y0)
ih2

=
1
i

∂f

∂y
(z0),

where ∂/∂y is partial differentiation in the y variable. Therefore, if f is
holomorphic we have shown that

∂f

∂x
=

1
i

∂f

∂y
.

Writing f = u+ iv, we find after separating real and imaginary parts
and using 1/i = −i, that the partials of u and v exist, and they satisfy
the following non-trivial relations

∂u

∂x
=
∂v

∂y
and

∂u

∂y
= −∂v

∂x
.

These are the Cauchy-Riemann equations, which link real and complex
analysis.

We can clarify the situation further by defining two differential oper-
ators

∂

∂z
=

1
2

(
∂

∂x
+

1
i

∂

∂y

)
and

∂

∂z
=

1
2

(
∂

∂x
− 1
i

∂

∂y

)
.

Proposition 2.3 If f is holomorphic at z0, then

∂f

∂z
(z0) = 0 and f ′(z0) =

∂f

∂z
(z0) = 2

∂u

∂z
(z0).

Also, if we write F (x, y) = f(z), then F is differentiable in the sense of
real variables, and

det JF (x0, y0) = |f ′(z0)|2.

Proof. Taking real and imaginary parts, it is easy to see that the
Cauchy-Riemann equations are equivalent to ∂f/∂z = 0. Moreover, by
our earlier observation

f ′(z0) =
1
2

(
∂f

∂x
(z0) +

1
i

∂f

∂y
(z0)
)

=
∂f

∂z
(z0),



2. Functions on the complex plane 13

and the Cauchy-Riemann equations give ∂f/∂z = 2∂u/∂z. To prove
that F is differentiable it suffices to observe that if H = (h1, h2) and
h = h1 + ih2, then the Cauchy-Riemann equations imply

JF (x0, y0)(H) =
(
∂u

∂x
− i

∂u

∂y

)
(h1 + ih2) = f ′(z0)h ,

where we have identified a complex number with the pair of real and
imaginary parts. After a final application of the Cauchy-Riemann equa-
tions, the above results imply that
(4)

det JF (x0, y0) =
∂u

∂x

∂v

∂y
− ∂v

∂x

∂u

∂y
=
(
∂u

∂x

)2

+
(
∂u

∂y

)2

=
∣∣∣∣2∂u∂z

∣∣∣∣2 = |f ′(z0)|2.

So far, we have assumed that f is holomorphic and deduced relations
satisfied by its real and imaginary parts. The next theorem contains an
important converse, which completes the circle of ideas presented here.

Theorem 2.4 Suppose f = u+ iv is a complex-valued function defined
on an open set Ω. If u and v are continuously differentiable and satisfy
the Cauchy-Riemann equations on Ω, then f is holomorphic on Ω and
f ′(z) = ∂f/∂z.

Proof. Write

u(x+ h1, y + h2) − u(x, y) =
∂u

∂x
h1 +

∂u

∂y
h2 + |h|ψ1(h)

and

v(x+ h1, y + h2) − v(x, y) =
∂v

∂x
h1 +

∂v

∂y
h2 + |h|ψ2(h),

where ψj(h) → 0 (for j = 1, 2) as |h| tends to 0, and h = h1 + ih2. Using
the Cauchy-Riemann equations we find that

f(z + h) − f(z) =
(
∂u

∂x
− i

∂u

∂y

)
(h1 + ih2) + |h|ψ(h),

where ψ(h) = ψ1(h) + ψ2(h) → 0, as |h| → 0. Therefore f is holomorphic
and

f ′(z) = 2
∂u

∂z
=
∂f

∂z
.
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2.3 Power series

The prime example of a power series is the complex exponential func-
tion, which is defined for z ∈ C by

ez =
∞∑

n=0

zn

n!
.

When z is real, this definition coincides with the usual exponential func-
tion, and in fact, the series above converges absolutely for every z ∈ C.
To see this, note that ∣∣∣∣zn

n!

∣∣∣∣ = |z|n
n!

,

so |ez| can be compared to the series
∑

|z|n/n! = e|z| <∞. In fact, this
estimate shows that the series defining ez is uniformly convergent in every
disc in C.

In this section we will prove that ez is holomorphic in all of C (it is
entire), and that its derivative can be found by differentiating the series
term by term. Hence

(ez)′ =
∞∑

n=0

n
zn−1

n!
=

∞∑
m=0

zm

m!
= ez,

and therefore ez is its own derivative.
In contrast, the geometric series

∞∑
n=0

zn

converges absolutely only in the disc |z| < 1, and its sum there is the
function 1/(1 − z), which is holomorphic in the open set C − {1}. This
identity is proved exactly as when z is real: we first observe

N∑
n=0

zn =
1 − zN+1

1 − z
,

and then note that if |z| < 1 we must have limN→∞ zN+1 = 0.
In general, a power series is an expansion of the form

(5)
∞∑

n=0

anz
n ,
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where an ∈ C. To test for absolute convergence of this series, we must
investigate

∞∑
n=0

|an| |z|n ,

and we observe that if the series (5) converges absolutely for some z0,
then it will also converge for all z in the disc |z| ≤ |z0|. We now prove
that there always exists an open disc (possibly empty) on which the
power series converges absolutely.

Theorem 2.5 Given a power series
∑∞

n=0 anz
n, there exists 0 ≤ R ≤ ∞

such that:

(i) If |z| < R the series converges absolutely.

(ii) If |z| > R the series diverges.

Moreover, if we use the convention that 1/0 = ∞ and 1/∞ = 0, then R
is given by Hadamard’s formula

1/R = lim sup |an|1/n.

The number R is called the radius of convergence of the power series,
and the region |z| < R the disc of convergence. In particular, we
have R = ∞ in the case of the exponential function, and R = 1 for the
geometric series.

Proof. Let L = 1/R where R is defined by the formula in the state-
ment of the theorem, and suppose that L �= 0,∞. (These two easy cases
are left as an exercise.) If |z| < R, choose ε > 0 so small that

(L+ ε)|z| = r < 1.

By the definition L, we have |an|1/n ≤ L+ ε for all large n, therefore

|an| |z|n ≤ {(L+ ε)|z|}n = rn.

Comparison with the geometric series
∑
rn shows that

∑
anz

n con-
verges.

If |z| > R, then a similar argument proves that there exists a sequence
of terms in the series whose absolute value goes to infinity, hence the
series diverges.

Remark. On the boundary of the disc of convergence, |z| = R, the sit-
uation is more delicate as one can have either convergence or divergence.
(See Exercise 19.)
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Further examples of power series that converge in the whole complex
plane are given by the standard trigonometric functions; these are
defined by

cos z =
∞∑

n=0

(−1)n z2n

(2n)!
, and sin z =

∞∑
n=0

(−1)n z2n+1

(2n+ 1)!
,

and they agree with the usual cosine and sine of a real argument whenever
z ∈ R. A simple calculation exhibits a connection between these two
functions and the complex exponential, namely,

cos z =
eiz + e−iz

2
and sin z =

eiz − e−iz

2i
.

These are called the Euler formulas for the cosine and sine functions.

Power series provide a very important class of analytic functions that
are particularly simple to manipulate.

Theorem 2.6 The power series f(z) =
∑∞

n=0 anz
n defines a holomor-

phic function in its disc of convergence. The derivative of f is also a
power series obtained by differentiating term by term the series for f ,
that is,

f ′(z) =
∞∑

n=0

nanz
n−1.

Moreover, f ′ has the same radius of convergence as f .

Proof. The assertion about the radius of convergence of f ′ follows
from Hadamard’s formula. Indeed, limn→∞ n1/n = 1, and therefore

lim sup |an|1/n = lim sup |nan|1/n,

so that
∑
anz

n and
∑
nanz

n have the same radius of convergence, and
hence so do

∑
anz

n and
∑
nanz

n−1.
To prove the first assertion, we must show that the series

g(z) =
∞∑

n=0

nanz
n−1

gives the derivative of f . For that, let R denote the radius of convergence
of f , and suppose |z0| < r < R. Write

f(z) = SN (z) +EN (z) ,
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where

SN (z) =
N∑

n=0

anz
n and EN (z) =

∞∑
n=N+1

anz
n.

Then, if h is chosen so that |z0 + h| < r we have

f(z0 + h) − f(z0)
h

− g(z0) =
(
SN (z0 + h) − SN (z0)

h
− S′

N (z0)
)

+ (S′
N (z0) − g(z0)) +

(
EN (z0 + h) −EN (z0)

h

)
.

Since an − bn = (a− b)(an−1 + an−2b+ · · · + abn−2 + bn−1), we see that∣∣∣∣EN (z0 + h) −EN (z0)
h

∣∣∣∣ ≤ ∞∑
n=N+1

|an|
∣∣∣∣(z0 + h)n − zn

0

h

∣∣∣∣ ≤ ∞∑
n=N+1

|an|nrn−1,

where we have used the fact that |z0| < r and |z0 + h| < r. The expres-
sion on the right is the tail end of a convergent series, since g converges
absolutely on |z| < R. Therefore, given ε > 0 we can find N1 so that
N > N1 implies ∣∣∣∣EN (z0 + h) −EN (z0)

h

∣∣∣∣ < ε.

Also, since limN→∞ S′
N (z0) = g(z0), we can find N2 so that N > N2

implies

|S′
N (z0) − g(z0)| < ε.

If we fix N so that both N > N1 and N > N2 hold, then we can find
δ > 0 so that |h| < δ implies∣∣∣∣SN (z0 + h) − SN (z0)

h
− S′

N (z0)
∣∣∣∣ < ε ,

simply because the derivative of a polynomial is obtained by differenti-
ating it term by term. Therefore,∣∣∣∣f(z0 + h) − f(z0)

h
− g(z0)

∣∣∣∣ < 3ε

whenever |h| < δ, thereby concluding the proof of the theorem.

Successive applications of this theorem yield the following.
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Corollary 2.7 A power series is infinitely complex differentiable in its
disc of convergence, and the higher derivatives are also power series ob-
tained by termwise differentiation.

We have so far dealt only with power series centered at the origin.
More generally, a power series centered at z0 ∈ C is an expression of the
form

f(z) =
∞∑

n=0

an(z − z0)n.

The disc of convergence of f is now centered at z0 and its radius is still
given by Hadamard’s formula. In fact, if

g(z) =
∞∑

n=0

anz
n,

then f is simply obtained by translating g, namely f(z) = g(w) where
w = z − z0. As a consequence everything about g also holds for f after
we make the appropriate translation. In particular, by the chain rule,

f ′(z) = g′(w) =
∞∑

n=0

nan(z − z0)n−1.

A function f defined on an open set Ω is said to be analytic (or have
a power series expansion) at a point z0 ∈ Ω if there exists a power
series

∑
an(z − z0)n centered at z0, with positive radius of convergence,

such that

f(z) =
∞∑

n=0

an(z − z0)n for all z in a neighborhood of z0.

If f has a power series expansion at every point in Ω, we say that f is
analytic on Ω.

By Theorem 2.6, an analytic function on Ω is also holomorphic there.
A deep theorem which we prove in the next chapter says that the converse
is true: every holomorphic function is analytic. For that reason, we use
the terms holomorphic and analytic interchangeably.

3 Integration along curves

In the definition of a curve, we distinguish between the one-dimensional
geometric object in the plane (endowed with an orientation), and its
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parametrization, which is a mapping from a closed interval to C, that is
not uniquely determined.

A parametrized curve is a function z(t) which maps a closed interval
[a, b] ⊂ R to the complex plane. We shall impose regularity conditions
on the parametrization which are always verified in the situations that
occur in this book. We say that the parametrized curve is smooth if
z′(t) exists and is continuous on [a, b], and z′(t) �= 0 for t ∈ [a, b]. At the
points t = a and t = b, the quantities z′(a) and z′(b) are interpreted as
the one-sided limits

z′(a) = lim
h → 0
h > 0

z(a+ h) − z(a)
h

and z′(b) = lim
h → 0
h < 0

z(b+ h) − z(b)
h

.

In general, these quantities are called the right-hand derivative of z(t) at
a, and the left-hand derivative of z(t) at b, respectively.

Similarly we say that the parametrized curve is piecewise-smooth if
z is continuous on [a, b] and if there exist points

a = a0 < a1 < · · · < an = b ,

where z(t) is smooth in the intervals [ak, ak+1]. In particular, the right-
hand derivative at ak may differ from the left-hand derivative at ak for
k = 1, . . . , n− 1.

Two parametrizations,

z : [a, b] → C and z̃ : [c, d] → C,

are equivalent if there exists a continuously differentiable bijection
s 	→ t(s) from [c, d] to [a, b] so that t′(s) > 0 and

z̃(s) = z(t(s)).

The condition t′(s) > 0 says precisely that the orientation is preserved:
as s travels from c to d, then t(s) travels from a to b. The family of
all parametrizations that are equivalent to z(t) determines a smooth
curve γ ⊂ C, namely the image of [a, b] under z with the orientation
given by z as t travels from a to b. We can define a curve γ− obtained
from the curve γ by reversing the orientation (so that γ and γ− consist
of the same points in the plane). As a particular parametrization for γ−

we can take z− : [a, b] → R2 defined by

z−(t) = z(b+ a− t).
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It is also clear how to define a piecewise-smooth curve. The points
z(a) and z(b) are called the end-points of the curve and are independent
on the parametrization. Since γ carries an orientation, it is natural to
say that γ begins at z(a) and ends at z(b).

A smooth or piecewise-smooth curve is closed if z(a) = z(b) for any
of its parametrizations. Finally, a smooth or piecewise-smooth curve is
simple if it is not self-intersecting, that is, z(t) �= z(s) unless s = t. Of
course, if the curve is closed to begin with, then we say that it is simple
whenever z(t) �= z(s) unless s = t, or s = a and t = b.

Figure 3. A closed piecewise-smooth curve

For brevity, we shall call any piecewise-smooth curve a curve, since
these will be the objects we shall be primarily concerned with.

A basic example consists of a circle. Consider the circle Cr(z0) centered
at z0 and of radius r, which by definition is the set

Cr(z0) = {z ∈ C : |z − z0| = r}.

The positive orientation (counterclockwise) is the one that is given by
the standard parametrization

z(t) = z0 + reit, where t ∈ [0, 2π],

while the negative orientation (clockwise) is given by

z(t) = z0 + re−it, where t ∈ [0, 2π].

In the following chapters, we shall denote by C a general positively ori-
ented circle.

An important tool in the study of holomorphic functions is integration
of functions along curves. Loosely speaking, a key theorem in complex
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analysis says that if a function is holomorphic in the interior of a closed
curve γ, then ∫

γ

f(z) dz = 0,

and we shall turn our attention to a version of this theorem (called
Cauchy’s theorem) in the next chapter. Here we content ourselves with
the necessary definitions and properties of the integral.

Given a smooth curve γ in C parametrized by z : [a, b] → C, and f a
continuous function on γ, we define the integral of f along γ by∫

γ

f(z) dz =
∫ b

a

f(z(t))z′(t) dt.

In order for this definition to be meaningful, we must show that the
right-hand integral is independent of the parametrization chosen for γ.
Say that z̃ is an equivalent parametrization as above. Then the change
of variables formula and the chain rule imply that∫ b

a

f(z(t))z′(t) dt =
∫ d

c

f(z(t(s)))z′(t(s))t′(s) ds =
∫ d

c

f(z̃(s))z̃′(s) ds.

This proves that the integral of f over γ is well defined.
If γ is piecewise smooth, then the integral of f over γ is simply the

sum of the integrals of f over the smooth parts of γ, so if z(t) is a
piecewise-smooth parametrization as before, then

∫
γ

f(z) dz =
n−1∑
k=0

∫ ak+1

ak

f(z(t))z′(t) dt.

By definition, the length of the smooth curve γ is

length(γ) =
∫ b

a

|z′(t)| dt.

Arguing as we just did, it is clear that this definition is also independent
of the parametrization. Also, if γ is only piecewise-smooth, then its
length is the sum of the lengths of its smooth parts.

Proposition 3.1 Integration of continuous functions over curves satis-
fies the following properties:
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(i) It is linear, that is, if α, β ∈ C, then∫
γ

(αf(z) + βg(z)) dz = α

∫
γ

f(z) dz + β

∫
γ

g(z) dz.

(ii) If γ− is γ with the reverse orientation, then∫
γ

f(z) dz = −
∫

γ−
f(z) dz.

(iii) One has the inequality∣∣∣∣∫
γ

f(z) dz
∣∣∣∣ ≤ sup

z∈γ
|f(z)| · length(γ).

Proof. The first property follows from the definition and the linearity
of the Riemann integral. The second property is left as an exercise. For
the third, note that∣∣∣∣∫

γ

f(z) dz
∣∣∣∣ ≤ sup

t∈[a,b]

|f(z(t))|
∫ b

a

|z′(t)| dt ≤ sup
z∈γ

|f(z)| · length(γ)

as was to be shown.

As we have said, Cauchy’s theorem states that for appropriate closed
curves γ in an open set Ω on which f is holomorphic, then∫

γ

f(z) dz = 0.

The existence of primitives gives a first manifestation of this phenomenon.
Suppose f is a function on the open set Ω. A primitive for f on Ω is a
function F that is holomorphic on Ω and such that F ′(z) = f(z) for all
z ∈ Ω.

Theorem 3.2 If a continuous function f has a primitive F in Ω, and
γ is a curve in Ω that begins at w1 and ends at w2, then∫

γ

f(z) dz = F (w2) − F (w1).
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Proof. If γ is smooth, the proof is a simple application of the chain
rule and the fundamental theorem of calculus. Indeed, if z(t) : [a, b] → C

is a parametrization for γ, then z(a) = w1 and z(b) = w2, and we have∫
γ

f(z) dz =
∫ b

a

f(z(t))z′(t) dt

=
∫ b

a

F ′(z(t))z′(t) dt

=
∫ b

a

d

dt
F (z(t)) dt

= F (z(b)) − F (z(a)).

If γ is only piecewise-smooth, then arguing as we just did, we obtain
a telescopic sum, and we have∫

γ

f(z) dz =
n−1∑
k=0

F (z(ak+1)) − F (z(ak))

= F (z(an)) − F (z(a0))

= F (z(b)) − F (z(a)).

Corollary 3.3 If γ is a closed curve in an open set Ω, and f is contin-
uous and has a primitive in Ω, then∫

γ

f(z) dz = 0.

This is immediate since the end-points of a closed curve coincide.
For example, the function f(z) = 1/z does not have a primitive in the

open set C − {0}, since if C is the unit circle parametrized by z(t) = eit,
0 ≤ t ≤ 2π, we have∫

C

f(z) dz =
∫ 2π

0

ieit

eit
dt = 2πi �= 0.

In subsequent chapters, we shall see that this innocent calculation, which
provides an example of a function f and closed curve γ for which

∫
γ
f(z) dz �=

0, lies at the heart of the theory.

Corollary 3.4 If f is holomorphic in a region Ω and f ′ = 0, then f is
constant.



24 Chapter 1. PRELIMINARIES TO COMPLEX ANALYSIS

Proof. Fix a point w0 ∈ Ω. It suffices to show that f(w) = f(w0) for
all w ∈ Ω.

Since Ω is connected, for any w ∈ Ω, there exists a curve γ which joins
w0 to w. Since f is clearly a primitive for f ′, we have∫

γ

f ′(z) dz = f(w) − f(w0).

By assumption, f ′ = 0 so the integral on the left is 0, and we conclude
that f(w) = f(w0) as desired.

Remark on notation. When convenient, we follow the practice of using
the notation f(z) = O(g(z)) to mean that there is a constant C > 0 such
that |f(z)| ≤ C|g(z)| for z in a neighborhood of the point in question.
In addition, we say f(z) = o(g(z)) when |f(z)/g(z)| → 0. We also write
f(z) ∼ g(z) to mean that f(z)/g(z) → 1.

4 Exercises

1. Describe geometrically the sets of points z in the complex plane defined by the
following relations:

(a) |z − z1| = |z − z2| where z1, z2 ∈ C.

(b) 1/z = z.

(c) Re(z) = 3.

(d) Re(z) > c, (resp., ≥ c) where c ∈ R.

(e) Re(az + b) > 0 where a, b ∈ C.

(f) |z| = Re(z) + 1.

(g) Im(z) = c with c ∈ R.

2. Let 〈·, ·〉 denote the usual inner product in R2. In other words, if Z = (x1, y1)
and W = (x2, y2), then

〈Z,W 〉 = x1x2 + y1y2.

Similarly, we may define a Hermitian inner product (·, ·) in C by

(z, w) = zw.
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The term Hermitian is used to describe the fact that (·, ·) is not symmetric, but
rather satisfies the relation

(z, w) = (w, z) for all z, w ∈ C.

Show that

〈z, w〉 =
1

2
[(z, w) + (w, z)] = Re(z, w),

where we use the usual identification z = x+ iy ∈ C with (x, y) ∈ R2.

3. With ω = seiϕ, where s ≥ 0 and ϕ ∈ R, solve the equation zn = ω in C where
n is a natural number. How many solutions are there?

4. Show that it is impossible to define a total ordering on C. In other words, one
cannot find a relation � between complex numbers so that:

(i) For any two complex numbers z, w, one and only one of the following is true:
z � w, w � z or z = w.

(ii) For all z1, z2, z3 ∈ C the relation z1 � z2 implies z1 + z3 � z2 + z3.

(iii) Moreover, for all z1, z2, z3 ∈ C with z3 � 0, then z1 � z2 implies z1z3 � z2z3.

[Hint: First check if i � 0 is possible.]

5. A set Ω is said to be pathwise connected if any two points in Ω can be
joined by a (piecewise-smooth) curve entirely contained in Ω. The purpose of this
exercise is to prove that an open set Ω is pathwise connected if and only if Ω is
connected.

(a) Suppose first that Ω is open and pathwise connected, and that it can be
written as Ω = Ω1 ∪ Ω2 where Ω1 and Ω2 are disjoint non-empty open sets.
Choose two points w1 ∈ Ω1 and w2 ∈ Ω2 and let γ denote a curve in Ω
joining w1 to w2. Consider a parametrization z : [0, 1] → Ω of this curve
with z(0) = w1 and z(1) = w2, and let

t∗ = sup
0≤t≤1

{t : z(s) ∈ Ω1 for all 0 ≤ s < t}.

Arrive at a contradiction by considering the point z(t∗).

(b) Conversely, suppose that Ω is open and connected. Fix a point w ∈ Ω and
let Ω1 ⊂ Ω denote the set of all points that can be joined to w by a curve
contained in Ω. Also, let Ω2 ⊂ Ω denote the set of all points that cannot be
joined to w by a curve in Ω. Prove that both Ω1 and Ω2 are open, disjoint
and their union is Ω. Finally, since Ω1 is non-empty (why?) conclude that
Ω = Ω1 as desired.
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The proof actually shows that the regularity and type of curves we used to define
pathwise connectedness can be relaxed without changing the equivalence between
the two definitions when Ω is open. For instance, we may take all curves to be
continuous, or simply polygonal lines.2

6. Let Ω be an open set in C and z ∈ Ω. The connected component (or simply
the component) of Ω containing z is the set Cz of all points w in Ω that can be
joined to z by a curve entirely contained in Ω.

(a) Check first that Cz is open and connected. Then, show that w ∈ Cz defines
an equivalence relation, that is: (i) z ∈ Cz, (ii) w ∈ Cz implies z ∈ Cw, and
(iii) if w ∈ Cz and z ∈ Cζ , then w ∈ Cζ .

Thus Ω is the union of all its connected components, and two components
are either disjoint or coincide.

(b) Show that Ω can have only countably many distinct connected components.

(c) Prove that if Ω is the complement of a compact set, then Ω has only one
unbounded component.

[Hint: For (b), one would otherwise obtain an uncountable number of disjoint open
balls. Now, each ball contains a point with rational coordinates. For (c), note that
the complement of a large disc containing the compact set is connected.]

7. The family of mappings introduced here plays an important role in complex
analysis. These mappings, sometimes called Blaschke factors, will reappear in
various applications in later chapters.

(a) Let z, w be two complex numbers such that zw 
= 1. Prove that∣∣∣∣ w − z

1 − wz

∣∣∣∣ < 1 if |z| < 1 and |w| < 1,

and also that ∣∣∣∣ w − z

1 − wz

∣∣∣∣ = 1 if |z| = 1 or |w| = 1.

[Hint: Why can one assume that z is real? It then suffices to prove that

(r − w)(r −w) ≤ (1 − rw)(1 − rw)

with equality for appropriate r and |w|.]
(b) Prove that for a fixed w in the unit disc D, the mapping

F : z �→ w − z

1 − wz

satisfies the following conditions:

2A polygonal line is a piecewise-smooth curve which consists of finitely many straight
line segments.
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(i) F maps the unit disc to itself (that is, F : D → D), and is holomorphic.

(ii) F interchanges 0 and w, namely F (0) = w and F (w) = 0.

(iii) |F (z)| = 1 if |z| = 1.

(iv) F : D → D is bijective. [Hint: Calculate F ◦ F .]

8. Suppose U and V are open sets in the complex plane. Prove that if f : U → V
and g : V → C are two functions that are differentiable (in the real sense, that is,
as functions of the two real variables x and y), and h = g ◦ f , then

∂h

∂z
=
∂g

∂z

∂f

∂z
+
∂g

∂z

∂f

∂z

and

∂h

∂z
=
∂g

∂z

∂f

∂z
+
∂g

∂z

∂f

∂z
.

This is the complex version of the chain rule.

9. Show that in polar coordinates, the Cauchy-Riemann equations take the form

∂u

∂r
=

1

r

∂v

∂θ
and

1

r

∂u

∂θ
= −∂v

∂r
.

Use these equations to show that the logarithm function defined by

log z = log r + iθ where z = reiθ with −π < θ < π

is holomorphic in the region r > 0 and −π < θ < π.

10. Show that

4
∂

∂z

∂

∂z
= 4

∂

∂z

∂

∂z
=  ,

where  is the Laplacian

 =
∂2

∂x2
+

∂2

∂y2
.

11. Use Exercise 10 to prove that if f is holomorphic in the open set Ω, then the
real and imaginary parts of f are harmonic; that is, their Laplacian is zero.

12. Consider the function defined by

f(x+ iy) =
√

|x||y|, whenever x, y ∈ R.
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Show that f satisfies the Cauchy-Riemann equations at the origin, yet f is not
holomorphic at 0.

13. Suppose that f is holomorphic in an open set Ω. Prove that in any one of the
following cases:

(a) Re(f) is constant;

(b) Im(f) is constant;

(c) |f | is constant;

one can conclude that f is constant.

14. Suppose {an}N
n=1 and {bn}N

n=1 are two finite sequences of complex numbers.
Let Bk =

∑k
n=1 bn denote the partial sums of the series

∑
bn with the convention

B0 = 0. Prove the summation by parts formula

N∑
n=M

anbn = aNBN − aMBM−1 −
N−1∑
n=M

(an+1 − an)Bn.

15. Abel’s theorem. Suppose
∑∞

n=1 an converges. Prove that

lim
r→1, r<1

∞∑
n=1

rnan =

∞∑
n=1

an.

[Hint: Sum by parts.] In other words, if a series converges, then it is Abel summable
with the same limit. For the precise definition of these terms, and more information
on summability methods, we refer the reader to Book I, Chapter 2.

16. Determine the radius of convergence of the series
∑∞

n=1 anz
n when:

(a) an = (log n)2

(b) an = n!

(c) an = n2

4n+3n

(d) an = (n!)3/(3n)! [Hint: Use Stirling’s formula, which says that

n! ∼ cnn+ 1
2 e−n for some c > 0..]

(e) Find the radius of convergence of the hypergeometric series

F (α, β, γ; z) = 1 +
∞∑

n=1

α(α+ 1) · · · (α+ n− 1)β(β + 1) · · · (β + n− 1)

n!γ(γ + 1) · · · (γ + n− 1)
zn.

Here α, β ∈ C and γ 
= 0,−1,−2, . . ..
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(f) Find the radius of convergence of the Bessel function of order r:

Jr(z) =
( z

2

)r
∞∑

n=0

(−1)n

n!(n+ r)!

( z
2

)2n

,

where r is a positive integer.

17. Show that if {an}∞n=0 is a sequence of non-zero complex numbers such that

lim
n→∞

|an+1|
|an| = L,

then

lim
n→∞

|an|1/n = L.

In particular, this exercise shows that when applicable, the ratio test can be used
to calculate the radius of convergence of a power series.

18. Let f be a power series centered at the origin. Prove that f has a power series
expansion around any point in its disc of convergence.

[Hint: Write z = z0 + (z − z0) and use the binomial expansion for zn.]

19. Prove the following:

(a) The power series
∑
nzn does not converge on any point of the unit circle.

(b) The power series
∑
zn/n2 converges at every point of the unit circle.

(c) The power series
∑
zn/n converges at every point of the unit circle except

z = 1. [Hint: Sum by parts.]

20. Expand (1 − z)−m in powers of z. Here m is a fixed positive integer. Also,
show that if

(1 − z)−m =
∞∑

n=0

anz
n,

then one obtains the following asymptotic relation for the coefficients:

an ∼ 1

(m− 1)!
nm−1 as n→ ∞.

21. Show that for |z| < 1, one has

z

1 − z2
+

z2

1 − z4
+ · · · + z2n

1 − z2n+1 + · · · =
z

1 − z
,
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and

z

1 + z
+

2z2

1 + z2
+ · · ·+ 2kz2k

1 + z2k
+ · · · = z

1− z
.

Justify any change in the order of summation.

[Hint: Use the dyadic expansion of an integer and the fact that 2k+1 − 1 = 1 +
2 + 22 + · · ·+ 2k.]

22. Let N = {1, 2, 3, . . .} denote the set of positive integers. A subset S ⊂ N is
said to be in arithmetic progression if

S = {a, a + d, a + 2d, a + 3d, . . .}

where a, d ∈ N. Here d is called the step of S.
Show that N cannot be partitioned into a finite number of subsets that are in

arithmetic progression with distinct steps (except for the trivial case a = d = 1).

[Hint: Write
P

n∈N zn as a sum of terms of the type za

1−zd .]

23. Consider the function f defined on R by

f(x) =


0 if x ≤ 0 ,

e−1/x2
if x > 0.

Prove that f is indefinitely differentiable on R, and that f (n)(0) = 0 for all n ≥ 1.
Conclude that f does not have a converging power series expansion

P∞
n=0 anxn

for x near the origin.

24. Let γ be a smooth curve in C parametrized by z(t) : [a, b] → C. Let γ− denote
the curve with the same image as γ but with the reverse orientation. Prove that
for any continuous function f on γ

Z

γ

f(z) dz = −
Z

γ−
f(z) dz.

25. The next three calculations provide some insight into Cauchy’s theorem, which
we treat in the next chapter.

(a) Evaluate the integrals

Z

γ

zn dz

for all integers n. Here γ is any circle centered at the origin with the positive
(counterclockwise) orientation.

(b) Same question as before, but with γ any circle not enclosing the origin.
(continued...)
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Relevant items that also arise in Book I are listed in this index,
preceeded by the numeral I.

Abel’s theorem, 28
Airy function, 328
amplitude, 323; (I)3
analytic continuation, 53
analytic function, 9, 18
angle preserving, 255
argument principle, 90
arithmetic-geometric mean, 260
automorphisms, 219

of the disc, 220
of the upper half-plane, 222

axis
imaginary, 2
real, 2

Bernoulli
numbers, 179, 180; (I)97, 167
polynomials, 180; (I)98

Bessel function, 29, 176, 319;
(I)197

Beta function, 175
Bieberbach conjecture, 259
Blaschke

factors, 26, 153, 219
products, 157

bump functions, (I)162

canonical factor, 145
degree, 145

Casorati-Weierstrass theorem,
86

Cauchy inequalities, 48
Cauchy integral formulas, 48
Cauchy sequence, 5; (I)24

Cauchy theorem
for a disc, 39
for piecewise-smooth curves,

361
for simply connected regions,

97
Cauchy-Riemann equations, 12
chain rule

complex version, 27
for holomorphic functions, 10

circle
negative orientation, 20
positive orientation, 20

closed disc, 6
complex differentiable, 9
complex number

absolute value, 3
argument, 4
conjugate, 3
imaginary part, 2
polar form, 4
purely imaginary, 2
real part, 2

component, 26
conformal

equivalence, 206
map, 206
mapping onto polygons, 231

connected
closed set, 7
component, 26
open set, 7
pathwise, 25

375
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cotangent (partial fractions),
142

critical points, 326
critical strip, 184
curve, 20; (I)102

closed, 20; (I)102
end-points, 20
length, 21; (I)102
piecewise-smooth, 20
simple, 20; (I)102
smooth, 19
homotopic, 93

cusps, 301

Dedekind eta function, 292
deleted neighborhood, 74
Dirichlet problem, 212, 216

in a strip, 212; (I)170
in the unit disc, 215; (I)20

disc of convergence, 15
divisor functions, 277, 297, 304;

(I)269,280
doubly periodic function, 262

Eisenstein series, 273
forbidden, 278

elliptic function, 265
order, 266

elliptic integrals, 233, 245
entire function, 9, 134
equivalent parametrizations, 19
essential singularity, 85

at infinity, 87
Euler

constant, 167; (I)268
formulas for cos z and

sin z, 16
product, 182; (I)249

exhaustion, 226
expansion (mapping), 258
exponential function, 14; (I)24
exponential type, 112

exterior, 351

Fibonacci numbers, 310; (I)122
fixed point, 250
Fourier

inversion formula, 115; (I)141
series, 101; (I)34
transform, 111;

(I)134,136,181
fractional linear

tranformations, 209
Fresnel integrals, 64
function

Airy Ai, 328
analytic, 9, 18
Bessel, 29, 176, 319; (I)197
Beta, 175
complex differentiable, 9
continuous, 8
doubly periodic, 262
elliptic, 265
entire, 9, 134
exponential type, 112
gamma Γ, 160; (I)165
harmonic, 27; (I)20
holomorphic, 8
maximum, 8
meromorphic, 86
minimum, 8
moderate decrease, 112;

(I)131, 179, 294
open mapping, 91
partition, 293
regular, 9
Weierstrass ℘, 269
zeta ζ, 168; (I)98,155,166,248

functional equation
of η, 292
of ϑ, 169; (I)155
of ζ, 170

fundamental domain, 302
fundamental parallelogram, 262
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fundamental theorem of
algebra, 50

gamma function, 160; (I)165
generating function, 293
golden mean, 310
Goursat’s theorem, 34,65
Green’s function, 217

Hadamard formula, 15
Hadamard’s factorization

theorem, 147
half-periods, 271
Hardy’s theorem, 131
Hardy-Ramanujan asymptotic

formula, 334
harmonic function, 27; (I)20
Hermitian inner product in C,

24; (I)72
holomorphic function, 8
holomorphically simply

connected, 231
homotopic curves, 93
hyperbolic

distance, 256
length, 256

hypergeometric series, 28, 176

imaginary part (complex
number), 2

inner product in R2, 24
of a set, 6
point, 6

isogonal, 254
isolated singularity, 73
isotropic, 254

Jensen’s formula, 135, 153
Jordan arc theorem

(piecewise-smooth curves),
350

Jordan curve theorem
(piecewise-smooth
curves),350

keyhole toy contour, 40

Laplace’s method, 317,322
Laplacian, 27; (I)20,149,185
Laurent series expansion, 109
limit point, 6
Liouville’s theorem, 50,264
local bijection, 248
logarithm

branch or sheet, 97
principal branch, 98

Maximum modulus principle,
92

mean-value property, 102;
(I)152

Mellin transform, 177
meromorphic

in the extended complex
plane, 87

Mittag-Leffler’s theorem, 156
modular

character of Eisenstein series,
274

group, 273
Montel’s theorem, 225
Morera’s theorem, 53, 68
multiplicity or order

of a zero, 74

nested sets, 7
normal family, 225

one-point compactification, 89
open covering, 7
open disc, 5
open mapping theorem, 92
order of an elliptic function, 266
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order of growth (entire
function), 138

Paley-Wiener theorem, 122
parametrized curve

piecewise-smooth, 19
smooth, 19

partition function, 293
pentagonal numbers, 294
period parallelogram, 263
phase, 323; (I)3
Phragmén-Lindelöf principle,

124, 129
Picard’s little theorem, 155
Poincaré metric, 256
Poisson integral formula, 45, 67,

109; (I)57
Poisson kernel

unit disc, 67,109, 216;
(I)37,55

upper half-plane, 78, 113;
(I)149

Poisson summation formula,
118; (I)154–156, 165, 174

pole, 74
at infinity, 87
order or multiplicity, 75
simple, 75

polygonal region, 238
power series, 14

expansion, 18
radius and disc of

convergence, 15
prime number theorem, 182
primitive, 22
principal part, 75
Pringsheim interpolation

formula, 156
product formula for sinπz, 142
product formula for 1/Γ, 166
projective special linear group,

223, 315

proper subset, 224
pseudo-hyperbolic distance, 251
Pythagorean triples, 296

radius of convergence, 15
real part (complex number), 2
region, 7

polygonal, 238
regular function, 9
removable singularity, 84

at infinity, 87
residue, 75
residue formula, 77
reverse

of the forbidden Eisenstein
series, 278

orientation, 19
Riemann

hypothesis, 184
mapping theorem, 224
sphere, 89

rotation, 210, 218; (I)177
Rouché’s theorem, 91
Runge’s approximation

theorem, 61, 69

Schwarz
lemma, 218
reflection principle, 60

Schwarz-Christoffel integral,
235

Schwarz-Pick lemma, 251
set

boundary, 6
bounded, 6
closed, 6
closure, 6
compact, 6
convex, 107
diameter, 6
interior, 6
open, 6
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star-shaped, 107
simple curve, 20
simply connected, 96, 231, 345
slit plane, 96
special linear group, 222
stationary phase, 324
steepest descent, 331
sterographic projection, 87
Stirling’s formula, 322, 341
summation by parts, 28; (I)60
Sums of squares

eight squares, 316
four-squares, 304
two-squares, 297

Symmetry principle, 58

Tchebychev ψ-function, 188
theta function, 120, 153, 169,

284; (I)155
three-lines lemma, 133
total ordering, 25
toy contour, 40

orientation, 40
transitive action, 221

trigonometric functions, 16;
(I)35

triple product formula (Jacobi),
286

trivial zeros of ζ, 185

unit disc, 6

Wallis’ product formula, 154,
175

Weierstrass approximation
theorem, 61; (I)54, 63, 144,
163

Weierstrass product, 146
winding number, 347

xi function, 170

zero, 73
order or multiplicity, 74
simple, 74

zeta function ζ, 168;
(I)98,155,166,248




