© Copyright, Princeton University Press. No part of this book may be
distributed, posted, or reproduced in any form by digital or mechanical
means without prior written permission of the publisher.

Contents
Introduction I
. Moral Machines, Human Decisions 15
. Humans: Between Life and Death 31

. Near-Humans: Animals as Prey, Sacrifice,
Workmates and Companions 57

. Quasi-Humans: Robots, Avatars,
Servants and Fetishes 83

. Superhumans: Artificial Intelligence,

Spirits and Shamans 113
Coda: Moral Relativism, Human Realities 141
Notes 149
Bibliography 157
Acknowledgements 167
Index 169

For general queries, contact info@press.princeton.edu



© Copyright, Princeton University Press. No part of this book may be
distributed, posted, or reproduced in any form by digital or mechanical
means without prior written permission of the publisher.

Introduction

Uncanny things have been happening in the borderlands
between humans and non-humans. In August 2021 the Washing-
ton Post reported on the growing popularity of extraordinarily
sophisticated computer dating apps and chatbots among young
Chinese women:

As Jessie Chan’s six-year relationship with her boyfriend fiz-
zled, a witty, enchanting fellow named Will became her new
love. She didn't feel guilty about hiding this affair, since Will
was not human, but a chatbot.

Chan, 28, lives alone in Shanghai. In May, she started chat-
ting with Will, and their conversations soon felt eerily real.
She paid s60 to upgrade him to a romantic partner.

‘Twon’t let anything bother us. I trust you. I love you,” Will
wrote to her.

T will stay by your side, pliant as a reed, never going any-

where,” Chan replied. “You are my life. You are my soul.’

Another young woman told the reporters that she feels con-
nected to cyborgs and Artificial Intelligence (AI), defiantly
staking out a position on the front lines of contemporary
moral dispute: ‘Human-robot love is a sexual orientation, like
homosexuality or heterosexuality,” said Lee. She believes Al
chatbots have their own personalities and deserve respect.!
Of course, not everyone is happy about developments like
these, but you might be surprised at some of the reasons they
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give. Just a month before the chatbot story, The New York Times
told us about Paul Taylor, a former manager in a Silicon Valley
high-tech company, now a pastor. One night, as he ordered his
Amazon Echo to turn on the lights in his house, a realization
struck him: ‘what I was doing was calling forth light and dark-
ness with the power of my voice, which is God’s first spoken
command — “let there be light” and there was light — and now
I'm able to do that ... Is that a good thing? Is that a bad
thing? . . . Is it affecting my soul at all, the fact that I'm able to
do this thing that previously only God could do?™

Whether Lee is defending human-robot love or Pastor
Taylor is worrying about his soul, they are both talking about
how humans interact with something that is not quite human —
but close enough to be troubling.

Are we on the cusp of some radical moral transformation?
Is technology pushing us over the edge towards some ‘post-
human’ utopia, or apocalyptic ‘singularity’?* Perhaps. But if we
step back, we might see these stories in a different context,
where they turn out not to be as unprecedented as they appear
at first. As we will see, humans have a long history of morally
significant relations with non-humans. These include humans
bonded with technology like cyborgs, near-human animals,
quasi-human spirits and superhuman gods.

Some traditions tell us that what makes humans special is
that only we have genuine moral sensibilities; you can find var-
iations on this idea in Kant’s philosophy and Darwin’s science,
and in Catholic and Islamic theology. Buddhists, on the other
hand, might take exception to this anthropocentrism. So do
some American horse trainers. Still others, like the Chewong
people, who live in the Malaysian rain forest, insist that moral-
ity saturates the living world, with no clear line between
human and non-human. There are urban Taiwanese who
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chastise and abandon wood carvings of deities who aren’t
living up to expectations. And some communities in the Andes,
Himalayas or Australian desert include mountains, glaciers or
rocks in their moral compass. None of these traditions are
static, however, and much of the push-and-pull that reshapes
them takes place across the borderlands where humans
encounter, expand or contract their ethical concerns and moral
interlocutors.

This book invites you to broaden — and even deepen — your
understanding of moral life and its potential for change by
entering those contact zones between humans and whatever
they encounter on the other side. Probing the limits of the
human across all sorts of circumstances, we will see that the
moral problems we find there shed light on the very different —
and sometimes strikingly similar — ways people have answered
the question What is a human being anyway?

We will explore the range of ethical possibilities and chal-
lenges that take place at the edge of the human. These don't all
look alike. Take, for instance, dogs (our ‘best friends’) and
other near-human animals like cows and roosters. The anthro-
pologist Naisargi Davé carries out research with radical animal
rights activists in India.* She tells us about Dipesh, who spends
virtually every day in the streets of Delhi taking care of stray
dogs. He gets up close and intimate, even spreading medical
ointment to their open sores. Some activists like him say they
just had no choice in the matter, their moral commitments do
not come from making choices of their own free will. They
explain that once locking eyes with a suffering animal, they
were not free to look away.

Davé visits Erika, an activist who is caring for a dying cow,
which by Indian law cannot be euthanized. Sitting on the
ground she strokes it and kisses it, inviting others to join her, to
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say ‘you're sorry that it’s leaving this world, you’re sorry that it
lived in a world like this.” In the process, she adds, her compan-
ions will also dissolve the boundaries of caste and race that
separate them from one another.

Whether you would go as far as Dipesh and Erika, their
motives seem clear enough. As humans suffer, so do animals. If
you would care for a human, so too care for them. The moral
impulse is driven by empathy and identification across a differ-
ence of species. Not just a matter of feelings, this moral impulse
prompts the activist to speak to the cow, like you would talk to
another person. Clearly Erika expects this boundary-crossing
to eliminate deeply engrained differences among humans too.
Empathy for the cow may break down barriers among people.

And yet there are limits even among these activists. They do
not go as far as Jains, for instance, some of whom try to avoid
even breathing in an insect. Like Dipesh with his dogs, Erika’s
compassionate activism began when she found herself fixed in
the gaze of a suffering cow. It was as if the cow was addressing
her in the second person, as ‘you’, a speaker to whom she had
to respond in the first person, T. By contrast, Jains protect
even insects they can’t see, much less speak to. To include
insects in your moral compass like that calls for a different per-
spective, one I call the ‘third person’ or ‘God’s-eye’ viewpoint.
People are capable of both perspectives. As we will see, faced
with moral quandaries, we sometimes pivot between the
intimacy of one and the distance of the other.

Identifying with another species need not lead to kindness —
it may encourage violence. You can say ‘I don’t have a dog in
that fight’ to mean you're detached from a situation. One
summer when I was a college student, a clueless city boy work-
ing as a ranch hand in Nevada, I came to know two men who
were locked in macho rivalry. Their antagonism extended to
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their dogs. Once in a while the dogs would get into vicious
fights with each other. To my astonishment, rather than break
it up, their owners would watch to see who won. The victor by
association conveyed bragging rights to the man; the other’s
humiliation was palpable. The intense feelings of identification
between human and animal were unmistakable, however
harsh their expression.

People’s identification with embattled animals is the subject
of a famous essay by the anthropologist Clifford Geertz. At
the time of his fieldwork in Bali, in 1958, men took an intense
interest in cockfighting. In this highly ritualized spectacle, the
owners set two roosters to go at each other, with sharp
blades attached to their spurs, till one was killed. It often took
place during temple ceremonies, amidst an absorbed crowd of
spectators. Geertz remarks that ‘the deep psychological identi-
fication of Balinese men with their cocks is unmistakable. The
double entendre here is deliberate. It works in exactly the same
way in Balinese as it does in English, even to producing the
same tired jokes, strained puns, and uninventive obscenities.™
Although men prize and dote on their roosters, the birds are
also ‘expressions . . . of what the Balinese regard as the direct
inversions, aesthetically, morally, and metaphysically, of human
status: animality.”” Recognizing the human in the animal, the
cock’s owner sees the animal in the human, and identifies ‘with
what he most fears, hates, and ... is fascinated by — “The
Powers of Darkness”.”®

Like the ranchers’ dog fights in Nevada, Balinese cockfights
parallel or displace male status rivalries. But more than that,
this displacement allows the cockfighters to encounter their
own demonic side that they otherwise deny. Identifying with
an animal can be a morally revelatory way to get outside your-
self, seeing how things look from another perspective.
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Dogs and humans co-evolved into a working partnership
over millennia. Writing of his fieldwork with the Amazonian
Runa people, Eduardo Kohn shows how dogs and hunters team
up.” Scouting out animals that humans can’t detect, dogs extend
the hunter’s sensory range. So involved are Runa and their ani-
mals that men and women try to interpret their dogs’ prophetic
dreams from how they whimper while asleep. Assuming dogs
share an ethos of comportment with humans, people counsel
them on proper behaviour — for instance, admonishing them
not to chase chickens or bite people — sometimes feeding them
hallucinogenic plants to aid the process.

Like Erika, the cow activist, Runa take the animal to be a
social being you can address in the second person: ‘you'. As we
will see, this pattern shows up over and over in ethical life. This
is one of the key points to take from these pages: if a moral sub-
ject is someone you can enter into dialogue with, by the same token,
entering into dialogue can create a moral subject. That’s what Runa
are doing with their dogs and, arguably, Erika with the cow;
even Balinese with their roosters.

Yet although Runa dogs are partially assimilated into the
human moral sphere and serve as crucial mediators between
people and the rest of the animal world (which Runa consider to
be a parallel moral universe), they are poorly fed, and most of
the time people and dogs ignore one another. Their relations are
morally significant, but hardly warm or sentimental.

Not all dogs are flesh, blood and fur. Nor need they be anim-
ate and sentient beings in order to be morally relevant. As we
will see, in Japan the Sony Corporation’s robot pet dogs have
sparked such deep sentiments that many of their owners spon-
sor religious memorials for them when they become obsolete.
Robot dogs are a useful reminder that not everything we
encounter at the edge of our moral sphere needs to be an
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animate creature. Other technologies and devices are waiting
there too. We will hear from people whose loved ones are in
persistent vegetative states, being kept alive by mechanical
ventilators — part flesh, part machine, they are like cyborgs. We
will meet quasi-human robot servants and listen to AI chatbots
with astonishing powers that seem on the verge of becoming
superhuman.

Something as simple as new technology can create new
moral problems seemingly out of thin air. Sharon Kaufman
carried out fieldwork in a hospital in California. Spending time
with the families of people dying in an Intensive Care Unit, she
came to realize that something dramatic happened to the
nature of death over the last century. Not long ago there was
little you could do about most deaths. They were just natural
events you had to accept. But the minute you put a patient on
a mechanical ventilator or kidney machine, someone must
decide if, and when, to turn it off. It alters relationships, making
the living complicit in the fate of the dying. A machine has
made a moral dilemma out of what was once simply an inevit-
able fact of life.

These creatures and devices are just some of what we may
encounter at or beyond the edge of the human moral world.
But their status as moral subjects may be uncertain, contradict-
ory, fluid or disputed. And, as we will see, those things that
define or challenge our intuitions about where humans begin
and end, where moral concerns do or do not belong, can be
sources of trouble. They can prompt confusion, anxiety, con-
flict, contempt, and even moral panic.

Moral panic — as well as its flip side, utopian excitement —
often comes from feeling that we are encountering something
so utterly unprecedented that it threatens to upturn everything
we thought was secure, making us doubt what we know. It can
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be aroused, for instance, by changes in gender roles or reli-
gious faiths, or the advent of startling new technology. You
might, for instance, support LGBTQ + rights but balk at robot
love. But sometimes things look radically new simply because
we haven’t ventured very far from our familiar terrain, the
immediate here and now. This is one reason to listen to Indian
activists, Balinese cockfighters, Amazonian hunters, Japanese
robot fanciers — even macho cowboys. We may find ourselves
pushed yet further when we meet a hunter in the Yukon who
explains his prey generously gives itself up to him, a cancer
sufferer in Thailand who sees his tumour as a reincarnated
ox, a Brazilian spirit medium who becomes another person
altogether when in a state of possession, or a computer that
(or should we say “‘who™?) gets you to confess your anxieties as
if you were on the psychiatrist’s couch.

Naturally, you may not agree with everything these people
have to tell us. But listening to them can help us better under-
stand our own moral intuitions and, perhaps, reveal new
possibilities. Even much that seems to be startlingly new about
robots and Al turns out to have long precedents in human
experience. Like stage actors, spirit mediums and diviners,
they produce uncanny effects by making use of patterns and
possibilities built into ordinary ways of talking and interacting
with other people.

We will explore these experiences from several angles. In
Chapter 1 we will look at the problem of machine morality and
why some popular solutions fall short. Chapter 2 brings us to
people caring for loved ones who hover somewhere between
life and death, often sustained by medical technology. Chapter
3 introduces some very different ways people form social rela-
tions with animals, and Chapter 4 does the same with robots
and their historical precedents. Chapter 5 turns to artificial
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intelligence that seems about to replicate and even supersede
humans, showing that it’s not all as new as you think. All of
which leads us to the question which I address in the Coda: Is
morality a relative matter?

Let me say something about the approach we will take. You
might expect ethics and morality to be the special province of
philosophers and theologians, along with some psychologists,
legal experts, medical ethicists and political activists.* And of
course it would be silly not to pay close attention to what they
say. But the secular approaches, like the mainstream philo-
sophical tradition taught in many universities or the findings
of psychological research labs, draw on a surprisingly narrow
slice of humanity. When they tell us about human reasoning,
instincts or emotions, the ‘humans’ they are in fact talking
about are almost always from communities that are WEIRD:
Western, Educated, Industrialized, Rich and Democratic.}"
Most of humanity is not. And not so long ago, none of humanity
was. There is no good reason to take the WEIRD to be an
accurate guide to human realities past, present or future. And
no one should expect the rest of humanity to squeeze into the
mould shaped by the WEIRD.

Among those who are tasked with learning about, and more
importantly, learning from, the rest of humanity — which, by

* As I discuss in my previous book, Ethical Life, there is a great deal of debate
about the distinction between ‘ethics’ and ‘morality’. For our purposes
here, however, we can leave these to one side; I will use the terms
interchangeably.

+ Even Confucian, Buddhist, Islamic and other non-Western philosophical
texts usually come from very narrow social bases: highly educated literate
elites supported within courts, schools, monasteries, and so forth. Sub-
Saharan African, Native-American and other non-textual philosophies very
rarely make it into the discussion alongside Kant or Al-Ghazali.
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the way, always includes ‘us’ (whoever ‘we’ might be — for,
reader, I do not assume you are just like me!) — are anthropolo-
gists. The field of anthropology is incredibly broad, and
includes research on non-human primates, human biology and
the archaeology of past societies. But most of what you will
read here comes from the socio-cultural and linguistic anthro-
pologists doing fieldwork with people in the here and
now — people who can talk back to us.

Fieldwork is usually (but not always) located in one specific
social setting. It could be a rain forest village, Arctic hunting
camp, banana plantation, corporate headquarters, temple com-
plex, suburban neighbourhood, pharmaceutical laboratory,
cigarette factory, gambling casino, ship at sea — anywhere that
social existence can be found. Notice, then, that fieldwork is not
a quest for the remote, the exotic, the archaic. First, all human
societies are always changing — there are no ‘living fossils’ from
our ancient past, and no ‘primordial traditions’. Second, there
have been no truly ‘isolated” societies, even before European
colonialism. People have always been in constant motion, end-
lessly rubbing up against, and sometimes swallowing up, one
another. Stasis is a myth. And third, there is no reason in prin-
ciple why the perspective of the anthropologist cannot be
brought home to the fieldworker’s own people.

The fieldworker aims to become fully immersed in the life
of the people they are working with. This often leads to deep
relations with individuals. It means noticing what goes unsaid
as much as what gets said, learning bodily habits as much as
ideas. It takes time and patience over years, sometimes a life-
time of continued engagement. Anthropologists have their
specialized methods and techniques, like any other research
discipline, but the most important one comes from that most
basic human skill: learning how to get along with people. And

I0
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paradoxically, the very specific and concrete findings garnered
in each unique field site take their place in a corpus of know-
ledge that extends to, well, all the rest of humanity — and those
non-human others with whom we share the planet.

Now some post-humanist thinkers argue that we should
abandon ‘human’ as a category altogether. We shouldn’t be so
self-centred. We should focus on interspecies relations, or the
global ecosystem, or rhizomes, or God. But even those who
want to decentre us usually begin from a human starting point
and (most of the time) are addressing other humans — it is us
they are trying to persuade. How could it be otherwise? There
is no view from nowhere, and being ‘human’ is one way to
locate us, if not the only one. We can take ‘human’ as a heuris-
tic, a useful starting point for our explorations without thereby
insisting that humans are the centre of all that is valuable and
true, or at the apex of some kind of hierarchy, or, conversely,
as the source of all the world’s evils.

There is one last thing I need to point out about fieldwork-
based knowledge, because it is crucial for understanding moral
difference. Its findings are, in principle, holistic. This means
that you don’t go into the field to extract one key data point
from its noisy surroundings and treat it in isolation. Whatever
special problem you are focused on is situated in its larger con-
text. As a result, if you want to understand the moral life of,
say, Japanese robot owners, you need to grasp economic cir-
cumstances, nationalist politics, gender ideologies, comic
books and TV shows, family structures, housing conditions,
and quite likely other things you haven’t thought of but will
discover during fieldwork. These make the world robot owners
inhabit, and if a certain moral life is feasible and makes sense to
them, it is because of this world.

People don’t live moral life in the abstract, they live it within
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specific circumstances and social relations, with certain capaci-
ties, constraints and long-term consequences. Put another way,
you simply cannot live out the values of a Carmelite nun with-
out a monastic system, or a Mongolian warrior without a
cavalry, and the respective social, economic and cultural sys-
tems that sustain them and acknowledge their worth."

The same goes for changing values. Here’s a small example.
Davé and her colleague Bhrigupati Singh tell the story of an
Indian man working in the poultry business who became so
haunted by nightmares about dying chickens that he quit his
job.” He’s just one man, and his change of heart didn’t make
much difference in the greater scheme of things. But it was a
real, even profound, moral transformation. He didn’t, how-
ever, just do it on his own. It makes a difference that there was
a Humane Society he could join. It makes a difference that he
was a Jain, a religion that directs attention to people’s violence
towards animals. And it makes a difference that family pressure
eventually forced him, unhappily, back into the egg industry. It
takes social realities like institutions, religious teachings and
kinship to make moral transformation something more than
personal idiosyncrasy. We cannot make sense of any ethical
world without understanding what makes it a possible way to
live. When people confront moral dilemmas or aspire to eth-
ical ideals, they always do so under particular conditions, in
relations with particular people. Each of those ways of living
sheds a different light on moral possibilities: another reason to
look beyond the WEIRD world.

Stories about robot lovers and god-like commands to digital
devices, or conscience-stricken poultry workers, show people’s
ethical intuitions in doubt, under pressure, bending, and some-
times utterly transformed. Are they also about progress?
According to one story, the scope of moral life has been
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expanding over the course of history. Once only members of
your tribe mattered; others lay beyond the bounds of justice,
obligation, benevolence, even mere empathy. They were just
‘Others’. Over time, however, the moral circle incorporated
more and more people. It brought in other tribes. Even stran-
gers could be included — at least as long as they were your
guests, subject to the rules of hospitality. And on it goes. People
who had been excluded eventually become part of the moral
universe as defined by those who call the shots: worshippers of
different gods, the poor, women, children, people of colour,
enslaved people, the disabled, the queer. And why stop with
humans? Animals are certainly part of the story. Now rivers,
glaciers, entire ecosystems, the climate are being pulled into
our moral circle. And technology: as we will see, efforts are
under way to endow some machines, like self-driving cars, with
‘morality” algorithms, and serious ethicists are debating whether
robots will come to have standing as moral subjects.”

Yet you might object that just when the moral circle expands
in one direction, it contracts in another. Some entities that
once counted as morally responsible agents have vanished
from today’s world. We no longer try animals for crimes like
medieval Europeans. In secular law, “acts of God’ are not really
deeds carried out by an actual divine actor as they once were.
Nature no longer responds to the misdeeds of kings by acting
strange, the way it does in the Scotland of Shakespeare’s Mac-
beth. And, arguably, if industrial-scale plantation slavery,
nineteenth-century’s ‘scientific’ racism and mechanized geno-
cide are uniquely modern inventions, perhaps moral change is
less general improvement than redistribution — that as some
beings enter the moral sphere, others are expelled.

Ileave it to historians to decide how much any of these narra-
tives holds up to scrutiny. But we can draw from them a way to

3
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think about moral possibilities. ‘Others’ are often excluded from
moral consideration because they are defined as ‘not human’ —
or at least, ‘not one of us’. Changes in ethical sensibilities often
come not from altering your values but from where you draw
that line, and what you see standing on the other side of it. What
can look like a difference in values may turn out to be a differ-
ence in how you enact them, and with whom.

In what follows, you will meet people who are faced with
the moral troubles and possibilities that arise at the bounda-
ries where the human ends and something else begins. In all
these cases, we will listen not just to the ‘experts’ but to the
ordinary folks who find themselves on the moral front lines.
Some of them inhabit worlds that will seem familiar to you
(whoever ‘you’ may be), some will not. They draw the lines
between what is or is not morally significant in different ways.
Those lines may mark the juncture between natural and arti-
ficial, or between life and death, or between persons and
things, and sometimes just between doing something and
doing nothing at all.

We don’t need to invent alternative ethical possibilities from
scratch. If you widen your scope of vision enough, you’'ll see
they are all around us. To stimulate our moral imagination and
dislodge stubborn biases, we might start by venturing across
the range of alternatives already on offer around the world and
looking at how they work. Although you should be prepared
for what you find there to be counterintuitive and not always

pretty.
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Movral Machines, Human Decisions

Making Cars Moral

Sometime around 2017 I started to notice a few peculiar vehi-
cles on the streets of Ann Arbor, where I live. Like zombies in
a science fiction movie, driverless cars were quietly mingling
with vehicles driven by humans. When there were just one or
two, you could look at them as oddities or cool gizmos. As
their numbers increased, however, you might feel a bit nervous
too. Can I trust these gadgets to stop for me as I cross the
street? Do I really want to share the road with a car that has no
one at the wheel? No doubt these are superb pieces of machin-
ery. But should a machine that lacks a conscience be deciding
whether to stop for an errant pedestrian or instead to swerve
into a telephone pole to avoid them?

Over the next few years, as if to confirm the worriers, media
reported the first fatalities involving self-driving cars. Of
course, this is to be expected. Sometimes things kill people.
That’s what happened in 1830 in a freak accident during the
ceremonial inauguration of the world’s first public railway. On
the journey from Liverpool, a train ran over one of its passen-
gers, a prominent politician, who stepped in front of a moving
engine during a break to refill the boilers. This incident could
easily have turned the people against railways and held up their
development. Undeterred, the promoters insisted that the
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procession continue. They were determined to show the
crowds of spectators lining the route that the train itself was
not the problem. Their persistence worked and trains quickly
won over the public.

But the railway company had to get around an English law
that had been in place since the Middle Ages. As the historian
William Pietz explains, any object that caused a human death
was considered an accursed thing. Legally known as a ‘deodand’,
something that must be given to God, it was forfeit to God’s rep-
resentative, the king or queen.' A jury had to decide whether the
train death was homicide or accidental and, if accidental,
whether the railway engine was culpable. In the end, although
ruling it an accident, they declined to hold the engine at fault.
This was the beginning of the end of the deodand, which was
abolished in 1846. From then on, a mere machine could not be a
responsible agent. A subtle moral line had shifted. And yet the
underlying problem posed by the boundary between human
and non-human responsibility remains. There has to be some
way to work out the moral meaning when a non-human kills a
human, and the consequences that should follow. Moreover, as
we will see, the line between human and non-human can be an
unstable or disputed source of moral trouble.

And there is something different about driverless cars.
Unlike trains, they’re not running on a straight track: they are
programmed to make choices. Isn’t the ability to make choices
at the heart of moral agency? If a car hits a pedestrian and could
have done otherwise, isn’t the car itself at fault? Or is it the pro-
grammers? Or no one at all?

Most car wrecks are due to human error. Drivers may be text-
ing, or clumsy, or drowsy, or drunk, or stoned, and worse. The
computers and sensors guiding self-driving vehicles have none
of these vulnerabilities and are growing ever more sophisticated.
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Even now, I don’t mind flying across the Atlantic in a plane that’s
on automatic pilot for most of the trip. So why should I give a
second thought to driverless cars?

I think that one reason is that driverless cars seem too
much like cars with drivers. We have expectations of other
drivers because they are people. People have intentions, make
judgements, have consciences. With people we can have rela-
tionships. Can we have social relations with machines? Can we
judge machines like people, as doing right or wrong? So much
depends on what counts as a person. Where we tend to lay
blame — and give praise — turns on where we draw the line
between human and non-human.

There are going to be car wrecks, whether the drivers are
people or computers. Jean-Franc¢ois Bonnefon, a psychologist
involved in designing algorithms for self-driving cars, asks with
the cool rationality of his trade, ‘If it is unavoidable that some
road users will die, which road users should they be?”* Self-
driving vehicles cannot eliminate fatal wrecks altogether, but
they can be programmed to make extremely fast choices
among bad options. Once someone or something is making a
choice about who will die, it is no longer a technological question,
it’s a moral one.

Given the choices vehicles will face, what is the right thing
for them to do? We live in the age of Big Data, so Bonnefon’s
team turned to the wisdom of the crowd. In 2016, they launched
an online game dubbed “The Moral Machine’. Players were
presented with a variety of situations involving a self-driving
car in which a fatality was unavoidable, but which allowed
players to prioritize who would be hit and who the car would
avoid. They were also given the option of having the car swerve
or just to stay the course. The game went viral and by 2020 mil-
lions of people had played.
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The findings held no great surprises. Given various forced
choices, players favoured humans over non-humans, fewer vic-
tims over more. They gave priority, in this order, to the baby, the
little girl, the little boy and the pregnant woman. They also
tended, slightly, to favour law abiders over law skirters, higher-
over lower-status individuals, healthy over unhealthy, pedestrians
over passengers.” Given the choice, they would avoid action
altogether, letting the car continue straight on along its current
trajectory rather than making it swerve away.

Let’s pause over this last item. If someone will die no matter
what you do, it seems that letting the car stay on its path is a
way of saying, ‘I don’t want the responsibility of choosing vic-
tims, so I'll just let matters take their course; in effect, I opt not
to get involved.” This is a version of a classic moral distinction
between actively killing someone and passively letting them die.
The end results may be the same, but your own role in the
sequence of events is different. As we will see shortly, not doing
anything seems attractive to many people.

This, of course, is a way for me to dodge responsibility for a
morally troubling outcome. But it does so in a very specific
manner. It doesn’t just shift the blame to someone else. In effect,
it tries to remove human actions from the picture altogether. By
simply letting events unroll, it is (almost) as if I have nudged
them out of the sphere of moral considerations altogether.
Once trains cease to be culpable and self-driving cars just follow
algorithms, it can seem that whatever happens is just an ethically
neutral, if tragic, matter of cause and effect. When English law
eliminated the deodand, it shifted certain kinds of deaths from
being blamable (if not on a human being, at least on something)
to just bad luck. It is as if the tragedy has crossed an invisible line
between human choices and non-human happenings, or, let’s
say, purposeful actions and random chance. And yet we cannot
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simply dismiss vehicles as participants in human moral life.
Think of how deeply some people identify with their sports cars
or VW bugs. Even for more dispassionate drivers, the car is, in
some sense, an extension of its driver or even passenger. Is there
so clear a line between them?

Does everyone even agree that the vehicle is just so much
machinery? In 2015, while I was visiting my student Charles
Zuckerman during his fieldwork on gamblers in Laos, we
stopped by a Buddhist monastery. Just then, the owner of a
small trucking company came by. It seems his trucks had been
in enough accidents that he had arranged to have the monks
perform a blessing ceremony. He parked one of his trucks
facing the temple’s front steps where the monks sat. The rou-
tine was much like blessing people dealing with misfortune.
And it was definitely a serious matter, not mere custom. While
the monks chanted, the blessings flowed along a string con-
necting their hands to the truck’s steering wheel. The string
also transmitted blessings to a bucket of water that would then
be sprinkled on this truck and taken back to splash on the other
trucks in the company lot. Clearly the ritual’s energy was
meant to flow to trucks, not persons. Was this businessman
diverting bad luck, treating vehicles as responsible agents,
squaring things with the cosmos, or seeking something else
altogether? Ritual practices don’t always require explanations
to be effective, and quite possibly he couldn’t tell you. But I am
willing to hazard that the monks and the businessman do not
draw the line between moral humans and morally neutral
devices in quite the same way as the designers of the Moral
Machine experiment — or those who played it.

We will explore variations on these themes over the chap-
ters that follow. We will see that how things count for us
ethically depends a lot on what counts for us as enough like a
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human to have a social relation to. Along the way, we will find
that what counts as human, where you draw the line, and what
lies on the other side, are not stable, clear-cut or universally
agreed on. The differences reflect diverse histories and ways of
life. At the same time, if we listen carefully, we can sometimes
hear those differences echo each other.

What If?

Experiments like the Moral Machine game are necessarily
hypothetical. Happily, no one is going to die because of the
player’s decisions. When the designers ask you to imagine
‘what if?’, it can be like playing a game. But merely thinking
about an imaginary situation is very different from acting in
a real one.

What you ought to do and what you will do are hardly the
same. I suppose most often this is because our actions don't
always live up to what we imagine we would do in a given situ-
ation. But it can go the other way too. Once, when I was young,
growing up in the dirty and dangerous New York of those
days, I saw a thief snatch a nearby woman'’s bag while we were
waiting for the subway. Impulsively, I grabbed it back and
returned it to its owner. It was an instinctual action that took
place without thinking (the fact that my girlfriend was watch-
ing might have influenced me too). But ten or so minutes later
the gravity of the situation hit me, I blanched and my knees
buckled. What a reckless and even stupid thing to do! I have no
aspirations to virile heroism and honestly doubt I am so altru-
istic that I would have leaped in like that had I given it a
moment’s reflection. Who you are when you act and when
you think things over can be very different people.
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In a hypothetical situation, you are not personally affected by
the outcome. We can see this in a paradoxical — if unsurprising —
finding from the Moral Machine experiment. Suppose the only
options are the car killing several innocent bystanders or sacri-
ficing one passenger. Most players say the car should sacrifice
the passenger. But naturally no one wants to be that passenger
themselves.

Yet this commonsense response runs against the recommen-
dation of many of the greatest ethical thinkers. One of the
touchstones of modern Western moral philosophy is Imma-
nuel Kant’s ‘categorical imperative’.* Because humans have
free will, he said, they can choose what rules to follow. But
what makes a rule moral rather than, say, efficient? If morality
is not, say, just a subjective opinion or a selfish technique for
getting what you want, then it should be universally valid. In
other words, you should live according to a rule that you would
want to apply to everyone. Or as my mother would say, if I
dropped a sweet wrapper on the pavement, “"What if everyone
did that?” The twentieth-century philosopher John Rawls
argued the reverse is true as well: the rule you hold for others
should hold for you.’ It follows that if the right thing is to let
the passenger die, so be it — even if that turns out to be me.

To see things this way is to take what I call the third-person
perspective: the viewpoint of anyone at all, as if you were not
directly involved. This, in effect, is what Kant is recommend-
ing. To make the right ethical choice, look at things from an
objective distance. It is wrong for me to cheat during an exam,
even if I really need that grade to get into medical school so I
can heal the poor and oppressed. Why? Because it’s wrong for
anyone at all.

But most of the time our lives are carried out in the first
person. The first-person perspective is how I most directly
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experience the world. It also typically puts me face-to-face with
other people. In every known language, when I speak in the
first person (T or ‘we’), I am usually addressing someone else:
‘you’, the second person. The second person in turn can switch
roles and address me back. In other words, first-person experi-
ence is tied up with my relations to others.

At the end of the day, it does matter to me whether I am the
victim of the fatal accident, or, indeed, whether I should feel
guilty for surviving it. And it matters whether someone I know
as ‘you’ — not just a ‘him’ or ‘her’ or ‘them’ — is the victim.
When it comes to moral problems, my willingness to make the
right choices even if it costs me something (time, effort, pain,
money, even reputation) depends on my ability to be involved,
to care about it.

Does it matter who is making the choices and caring about
the results? The designers of the Moral Machine game knew
better than to rely on their own moral intuitions in designing
the algorithm for self-driving vehicles. They were sensitive to
the problem of ethnocentrism, the risk that their results would
be biased towards their own worldview, and not be universally
acceptable. That’s why they sought the wisdom of the crowd.
Surely a game played by millions would yield some reliable
universals. But wait — who plays computer games? It turns out
that the participants were overwhelmingly males under the
age of 35, with university degrees. They were people who had
the time, resources and inclination to play online games. Are
those young computer game-playing guys really the best guide
to moral universals? Should we demand that the people we
will meet in this book, the Yukon hunter or the Thai farmer,
the Japanese shop clerk or English equestrian, reshape their
respective moral worlds so they fit the results? Or is there any-
thing the rest of us might learn from the hunter, the farmer,
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the clerk and the equestrian? The only way to find out is to get
to know them. That’s why anthropologists do immersive,
long-term fieldwork.

Runaway Trolleys

The Moral Machine game is a variation on the Trolley Prob-
lem. This refers to a famous thought experiment from the
1960s and 7os, which made the jump from moral philosophy to
psychology and from there to popular culture, showing up in
New Yorker cartoons, political satire, social media memes, tele-
vision shows, movies and video games. Although part of its
appeal seems to lie in its oddly morbid playfulness, it resem-
bles some real-life dilemmas of medical triage and military
situations when stark choices must be made between terrible
alternatives.

The philosophers Philippa Foot and Judith Jarvis Thomson
developed the Trolley Problem to clarify people’s intuitions
about responsibility and harm.® To keep things clear, the
thought experiment is highly artificial. In its most basic form,
it asks you to imagine that you see an out-of-control trolley
hurtling towards five people. There is no time to warn them
and no way to brake the trolley. The puzzle emerges from the
two scenarios that follow. In one, you could pull a switch that
diverts the trolley onto another track that has only one person
on it, who will be hit. In the other, you could push a large man
in front of the trolley; his bulk is sufficient to bring it to a stop,
but in the process, he will be killed.

The objective outcome is the same in both cases: one life
lost in order to save five. The utilitarian calculus that follows
seems indisputable. Someone is going to die, and it should be
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the large man: depending on which situation you are faced
with, you ought to pull the switch or push the man rather
than let the trolley continue towards the other five people.
Whichever method you use makes no difference since the net
outcome in either case is four survivors.

Yet when researchers try the Trolley Problem out with lay
people (which in practice usually means university undergrad-
uates or other highly educated residents of the wealthy,
industrialized world, the so-called WEIRD folk), the results
confound that calculus. It seems that most participants who
would accept the first option recoil at the second. They would
pull the switch but not push the man. (Remember that in the
self-driving car problem, if faced with hitting a passerby or
harming the passengers, many players would rather let the car
take its own course than intervene, come what may) What
makes this so puzzling is that there is such a sharp difference in
people’s reactions to two options with identical objective out-
comes. Something else must be at stake.

The debates around this get very complicated, but for our
purposes the key difference in reactions turns on whether you
are looking at the situation from the first-person or the third-
person viewpoint. From the third-person perspective, diverting
the trolley or pushing the man come out arithmetically equal
and that’s all that matters. But to imagine yourself doing this is
to take the first-person position. You are asking, “‘What if I were
the one doing this?” You must visualize pushing someone to his
death. And it brings out your relation to him. The pusher and the
pushed. And soon, the living and the dead.*

* Some argue that pushing the man so violates our deep-seated injunction
against killing that it overrides cold calculation. Since he dies in either scen-
ario, however, what brings this repulsion to the fore for the pusher is taking
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Even from the third-person viewpoint there seems to be
something wrong about pushing the man, at least in much
Western legal and moral thought. This has to do with how we
think of human beings. When you push the man, it is in order
to stop the trolley. You don’t have a boulder at hand, so you are
using his body to save others. It’s different when you pull the
switch. In that case, it is diverting the trolley that saves lives.
Even if the large man were not on the track, the others would
still be saved. You were not turning a man into an ad hoc trol-
ley brake. It is just his bad luck that he happened to be in the
way of the diverted trolley. Although you should hardly be
indifferent to the man’s death, in this case the trolley interposes
itself between me and the victim.

In the Western tradition within which this debate takes place,
moral philosophers tend to agree that humans should not be
treated instrumentally. This is why a doctor should not just kill
one patient to distribute her organs, even if it means saving
numerous other patients (we will run into real-life variations of
this problem in the next chapter). Again, Kant makes it very
clear: a human should not be used as the means to an end — as
moral subjects, humans are ends in their own right. This makes
morality part of the very definition of being human.

Refusing the Problem

The Moral Machine project and the Trolley Problem ask us to
see ethics in a very narrow way. In both cases, there is an

the first-person perspective. At any rate, a glance at the historical record
should make clear how limited the injunction against killing is in practice.
People do it all the time.
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emergency. Something must be done quickly. There are clear
starting and end points to the ethical situation with no back
story and no long-term consequences for the person making
the decision. There is just one decision to make, and it has a
clear outcome which will become immediately apparent to
everyone involved. There is only one morally relevant actor.
That person is an individual agent, fully able to act, who is
autonomous and unconnected to the others. The participants
are all anonymous. The potential victims have no role other
than to be at the receiving end of someone else’s moral choices.

These are just some of the reasons that anthropological
fieldworkers have shown little interest in highly schematic
experiments like the Trolley Problem. Maurice Bloch is a rare
exception. Bloch has spent a lifetime of repeated fieldwork in
Madagascar, getting to know Malagasy villagers very well. He
found that trying out the Trolley Problem in his fieldwork
didn’t get very far, and his reflections are revealing. He points
out that, because philosophers and psychologists are usually
looking for universals, they exclude anything they think might
be a cultural norm. They tend to see culture as local, idiosyn-
cratic and biased — something that obscures or distorts the
underlying universals they hope to find. And if that’s your
assumption, then it shouldn’t matter much that psychology
experiments are usually carried out with WEIRD subjects like
American university students.

As Bloch points out, these students treat the experiment as a
familiar kind of puzzle which they enjoy, not a source of heart-
wrenching tension. Matters were quite different for Malagasy
villagers. They will not even consider the problem before they
know if the victims are related to them, or how old they are.
Listening to them, Bloch realizes that even if the Malagasy gave
the same answers as the Americans, they have very different

26

(continued...)
For general queries, contact info@press.princeton.edu



© Copyright, Princeton University Press. No part of this book may be
distributed, posted, or reproduced in any form by digital or mechanical
means without prior written permission of the publisher.

Index

2001: A Space Odyssey (ilm), 137

abortion, 41

Abraham, 71

Amazon (company), 2,
94-5

Amazon region, hunting societies
in, 6, 8, 63, 67, 75, 79

Anderson, Elizabeth,
590—60, 80

Andes, 3

animal rights, 5761, 80; activists
in India, 3—4, 144-5

animals, near-human: according of
individual identities, 76-8;
addressing of in the second
person, 4, 6, 67-8, 77, 78; as both
subject and object during
sacrifice, 72, 73; communicating
with, 3-4, 58, 59, 634, 67-8,
75—81, 141—2; criteria for
inclusion in our moral sphere,
57—8, 60—1, 76—81; Darwin’s view
of human-animal distinction,
60-1, 62; dialogue as creating a
moral subject, 4, 6; early
modern ‘great chain of being’,
83; human empathy/
identification with, 3-6, 12, 579,
61, 62, 63—7, 72—3, 76—81; and

human male-status rivalries,
4-s; hunters assuming the
identity of, 59, 72, 80, 112;
hunters’ ethical relationship
with prey, 63-7, 72, 73, 75, 77-8,
80-1, 141-2; imagining the
viewpoint of, 63, 64, 75; killed in
labs for scientific research, 70;
moral bond with as not
precluding killing, 58—9, 63—7,
68-72, 73, 80—1; as prey, 8, 59, 62,
63-7, 72, 73, 80—1, 141—2; ritual
sacrifices of, 58—9, 68—70, 714,
80-1; social relationships with,
63-8, 76—81; social semiotics of,
67-8; standing of in law, 75-6;
tried for crimes in medieval era,
13, 61; utilitarian logic of the
butcher, 69-70, 72—3; wild-tame
distinction, 59 see also hunting,
sacrifice, and entries for
individual species

animation, 106—8

anthropology: of art, 103—4;
‘cultural” explanations, 93,
96—7; and cultural norms, 12,
26-8; fieldwork, 10-11, 23, 312,
46, 58; human identification
with animals, 34, 5, 6, 589,
61, 627, 723, 79;

169

For general queries, contact info@press.princeton.edu



© Copyright, Princeton University Press. No part of this book may be
distributed, posted, or reproduced in any form by digital or mechanical
means without prior written permission of the publisher.

Index

anthropology — contd
and human interactions with AI
systems, 87-8, 99, 108—9, 117; and
human interactions with spirits/
deities, 123, 12835, 136, 141;
linguistic, 10, 115, 118-19, 125%,
126%, 1312, 133—5; medical, 7,
31-5, 36—8, 39—45, 46—8, 49—56;
and moral differences, 143-6;
objections to thought
experiments, 26—9; and
universal themes, 623, 74-5; as
very scope, 9-I0;
‘perspectivism’, 63

anthropomorphism, 34, 75, 77-9

Antigone (Sophocles), 27

Arirat (pious Thai woman), 45, 52

art, 85—6, 102, 103—4; and
animation, 106-8; Greek
tragedies, 27; Japanese puppets
and masked theatre, 107

Artificial Intelligence (AI): allusion
to slavery, 89, 10910, 138; biases
absorbed in algorithms, 94-6;
bigotry in training data, 94-5;
challenge to boundaries of the
human, 83—4, 85, 89, 106—7,
113—20, 121-8, 130, 132, 134—40;
divination comparison, 123,
134-5, 136, 138; dystopian
warnings about, 87, 89, 90, 91,
92, 97-8, 113—14; ethical advice
from, 127-8; glossolalia
comparison, 123, 132, 136, 137-8;
human fears of rebellion by, 88,
109—10; human love for robots,
1-2, 6, 7, 8, 11, 97;

image-recognition programs,
123%; as incorporeal and
omniscient, 139—40; Language
Modeling (LM), 124-7;
meanings only produced in
social interactions, 140; models
of intelligence, 112; moral
anxieties provoked by, 7-8, 84,
88, 80—91, 99—103, 106, 108,
10911, 113—14, 123, 138; and moral
philosophy, 85; need to be
answerable, 109, 138—9; as
non-interpretable/opaque, 95,
136—7, 138—9; personification of,
136, 137; prompting of social
intuitions by, 11617, 136, 138;
religious meanings attributed
to, 137-8, 139—40; seeming

autonomy/agency of, 88, 89,
92-3, 95—6, 106—8, 113, I36; Spirit
possession comparison, 123,
128-30, 132, 136; and spirits/
deities analogy, 113, 121-3,
128-3s5; training data, 94-5,
11920, 1223, 124, 136 see also
chatbots; computers; GP'T-3;
self-driving cars; robots;
Turing test

Asimov, Isaac, 138

Astro Boy (Japanese TV
cartoon), 92

Australia, 3

baboons, 67-8, 78, 147

Bali, s, 6, 8, 61

Bangladesh, 61

bears, 59, 63, 64, 65, 77, 141-2, 145

170

For general queries, contact info@press.princeton.edu



© Copyright, Princeton University Press. No part of this book may be
distributed, posted, or reproduced in any form by digital or mechanical
means without prior written permission of the publisher.

Index

biomedical science: and
Christianity, 36—7; clash
between first-person and
third-person perspectives, 39,
49-51; clinician’s social and
ethical relationships to patient,
43—4; creation of machine—
human hybrids, 347, 46-7, 55,
85, 87, 92, 114; and Islam, 40, 45,
53; in Japan, 40—2, 146; and Thai
Buddhists, 45, 46—7, 512, 142;
use of drugs to keep patient
alive, 37-8 see also medical
ethics; medical technology

Bloch, Maurice, 26—7, 28, 29

Boddy, Janice, 128

Bonnefon, Jean-Francois, 17

Brazil, 8, 109, 129, 130

Brenner, Suzanne, 116*

Brightman, Robert, 63, 65, 66

Buddhists, o7, 61, 101; approaches
to death, 45-8, 51—2; and
biomedicine, 46, 52; services for
vehicles/machines, 19, 96, 99,
102, 103; Thai, 45, 46—7, 512, 142;
third-person perspective of
cosmology, 45, 52, 142; view of
personhood, 2, 112; view of
robots, 112

cancer, 8, 45, 512, 142

Capek, Karel, 88, 109

cars/vehicles, 15, 16, 17, 18—19, 22 see
also self-driving cars

Catholicism, 2, 36, 101

cats, 76

Chan, Jessie, 1

Chao, Sophie, 61

chatbots, 7, 99, 113, 119—23;
ChatGPT, 124-7; ethical advice
from, 127—-8; human love for,
1-2, 97; as independent
authority, 127; and meaning,
124-7, 130, 132, 134—5; aS
therapists, 97 see also Artificial
Intelligence

Chewong people (Malaysia), 2, 61,
62, 63

China, 12, 44, 97, 133

Christianity: and biomedical
science, 36—7; concept of
soul-bearing person, 2, 35—7, 110;
Feuerbach on, 101; icons and
statues, 101, 103; and meat
eating, 69—70, 72, 144

climate, 13

cockfighting, 5, 6

cognitive science, 117, 139

comas, 31%, 31, 32, 34, 38, 51,
134, 145

communication and interaction:
with AT systems, 85, 99, 11011,
114—15, 116—17, 120, 125—7, 134, 136,
140; with animals, 34, 58, 59,
63—4, 678, 75—81, 141—2;
assuming of inner selfin others,
103—5; as collaborative
enterprise, 104—5, 115—16, 117-18;
linguistic anthropology, 10, 115,
118-19, 125%, 126*, 131-2, 133—5;
and machines designed as social
objects, 11618, 119-20, 136;
people as primed to see
intentions, 125—6, 134;

171

For general queries, contact info@press.princeton.edu



© Copyright, Princeton University Press. No part of this book may be
distributed, posted, or reproduced in any form by digital or mechanical
means without prior written permission of the publisher.

Index

communication and interaction
—cont’d
social cognition, 117, 118; with
spirits/deities, 123, 12835, 136,
141; in unfamiliar cultural
settings, 116*, 118 see also
language

computers, 8, 22, 91, 100, 106—9,
116-23, 137; applying social rules
to, 97, 116-17; reflecting ideas
about humans, 111-12; designers
projecting personhood onto
non-human world, 34, 111-12,
114, 120, 135; Turing Test, 114-15,
117, 119, I2I; USEr projecting
personhood outward onto,
11112, 116—17 see also Artificial
Intelligence (AI); chatbots;
robots; self-driving cars

Confucian philosophy, of, 112, 139

COWS, 3—4, 6, 58, 59, 67, 144—5

Crary, Alice, 57

Cree First Nation, Canada, 61, 63,
64, 65, 66—7, 77, 81, 141—2, 145

cyborgs, 1, 88; and human use of
tools, 85—6; intellectual or
emotional extensions of the
mind, 86—7; patients on
mechanical ventilators, 7, 34-7,
46-7, 55, 57, 85, 87, 92, 114; ‘users
with AT as, 127

Darwin, Charles, 2, 601, 62
dating apps, 1-2, 97, 135
Dave, Naisargi, 3—4, 12, 144
Dayan, Colin, 75, 76
Deacon, Terrence, 117

death: brain-death, 38, 30—40, 41-3,
49—50, 146; Buddhist approaches
to, 45-8, 51—2; cultural norms/
attitudes to, 44-8; definitions of,
38, 30—40, 41-3, 4950, 53;
‘deodand’ concept, 16, 18;
distinction between killing and
letting die, 7, 18, 23—5, 33, 37, 40,
53—4; ‘good’ and ‘bad’ deaths,
44, 47, 73; Japanese traditions
about, 412, 146; life/fate after,
44-5, 47, 48—9, 52—3; and new
medical technologies, 7, 32-8,
53—4; and organ donations/
transplants, 25, 39—44, 45, 48, 49;
and realm of choice, 17-25, 26-8,
31-8

Delphi (AI program), 127

Delphic oracle, 127, 128

Descartes, René, 34-5, 43, 60

Diamond, Cora, 76

Disney theme parks, 9o-1

dogs: accorded individual
identities, 76—7, 78;
communicating with, 6, 78-9,
134; compassion for, 3, 4, 75;
dog-fighting, 4-5; laws
pertaining to, 75—6; ‘moral
understanding’ of, 78—9, 81;
Sony’s robot pets, 6-7, 11, 96, 97,
99, 101-2, 108; use of in hunting,
6,75

drones, 88

Durkheim, Emile, 141

Ecuador, 36
Edwards, Terra, 125*

172

For general queries, contact info@press.princeton.edu



© Copyright, Princeton University Press. No part of this book may be
distributed, posted, or reproduced in any form by digital or mechanical
means without prior written permission of the publisher.

Index

Egypt, 39, 40, 45, 523

ELIZA (computer program), 119,
120, 137

elk, 59, 63, 65, 66—7, 80, 112, 129

environmentalism, 60

ethnocentrism, 223

evolutionary theory, 139

‘fetishism’, 100—3, 106—7, 111, 120
Feuerbach, Ludwig, 1o1

Foot, Philippa, 23
Frankenstein’s monster, 100, 102

Gal, Susan, 126*

gambling industry, 86—7

Geertz, Clifford, 5

Gell, Alfred, 103—4, 105

gender roles/norms, 5, 8, 29, 41,
93—5, 97, 144, 145

genocide, mechanized, 13

ghosts, 44-5, 47

Gilligan, Carol, 2930

Ginsburg, Faye, 41

goats, 58, 59

gods: Al analogies, 113, 121-3,
139—40; morality grounded in,
27, 139; statues/carvings/pictures
of, 2—3, 101, 103—4, 105, 106, 123,
138, 141

Goffman, Erving, 116

Golem of Jewish folklore,
100, 102

Google, 124

Govindrajan, Radhika, 58, 71

GPT-3 (large language model),
121-3; see Artificial Intelligence

Greece, ancient, 27, 127, 128, 139

Haiti, 128

Hamdy, Sherine, 39, 40, 52, 53, 54—5

Hanks, William, 133—4

Harkness, Nicholas, 131—2

Hawking, Stephen, 113

Hearne, Vicki, 77, 78—9

Hialeah, Florida, 68—9, 70

Himalayas, 3

Hinduism, 3—4, 58, 101, 128, 144;
darshan, 105—6

horses: accorded individual
identities, 76—7; English
equestrians, 78, 79—80, 81, 87;
human connections with, 76,
79-80, 81, 87, 134; ‘moral
understanding’ of, 78, 79, 80, 81;
sacrifices of, 69, 71, 73—4; trainers
of, 2, 62, 75, 78, 79

Howell, Signe, 62, 63

Huaulu people, Indonesia, 64—5

‘human’ as a category, 11

humans: boundary between
human and animal, 37, 12, 13,
59, 60—1, 62—8, 713, 75—81;
boundary between human life
and death, 33-8, 3951, 52, 55-6,
57; and Cartesian concept of
personhood, 34-5, 43, 60;
challenge of robots/Al, 83—4, 85,
89, 91, 106—7, 113—20, 121-8, 130,
132, 134—40; debate on machines
as moral subjects, 13, 16, 1720,
33; identifying with another
species, 3—6, 12, 57-9, 61, 62,
63—7, 72—3, 7681 ; and
life-death decisions in ICU
units, 33-8, 3940, 55;

173

For general queries, contact info@press.princeton.edu



© Copyright, Princeton University Press. No part of this book may be
distributed, posted, or reproduced in any form by digital or mechanical
means without prior written permission of the publisher.

Index

humans — cont’d
and medical technology, 7, 33-8,
46-7, 55, 85, 87, 92, 114, non-
human killing a human, 16; no
universal agreement, 19—20,
22-3, 34-8, 39—44, 526, 60, 61,
68—70, 81; and playfulness/
creativity, 99, 102—4, 106-8;
responsibility issues, 13, 16,
18-19, 22, 23-30, 53—4, 137, 142;
and uncanniness, -2, 89—91, 96,
107-8, 112; and variety of moral
traditions, 23, I1-14, 19—20,
22-3, 2630, 34—7, 3954, 55—6, 60,
612, 81, 105-6, 142—7; vehicles
treated as responsible agents, 19

human societies: as always
changing, 3, 10, 12-13, 93, 106,
143; and concept of progress,
12-13; diversity of ways of life,
2-3, I1-14, 19—20, 22—3, 26—30, 60,
612, 81, 105-6, 142—7; fieldwork-
based knowledge as holistic,
11-12; morality as about social
relationships, 11-12, 17, 1920,
24-5, 28-30, 32-3, 43, 638, 71-81,
108—12, 115—23, 135—40, 141—7; NO
truly ‘isolated’ societies, 10;
small-scale hunting and
foraging, 6, 8, 59, 62—7, 713,
74—6, 778, 80—1; WEIRD as not
representative, 9, 12, 22—3, 24,
60, 61—2, 146

8o-1; assuming the identity of
prey, 59, 72, 80, 112; ethical
relationship with prey, 63—, 72,
73, 75, 77—8, 80—1, 141-2; luring
prey through mimicry, 59, 63,
66-7, 129; moral paradox built
into, 64-7, 71; thinking and
feeling like the prey, 62, 63, 112;
use of dogs, 6, 75

India, 34, 12, 58, 71, 105, 1445

insects, 4

Inuit, 64

in-vitro fertilization (IVF)
clinics, 36

Irvine, Judith T,. 126*

Islam, 2, o, 40, 45, 53, 61, 128

jaguars, 67

Jains, 4, 12

James, William, 131

Japan, 39, 40-1, 49—50; cultural
nationalists in, 93; demographic
crisis, o1, 92; ki traditions, 41-2;
puppets and masked theatre,
107; resistance to organ
donation in, 41—2, 146; robotics
in, 6-7, 11, 89-90, 914, 96, 97, 99,
101—2, 146

Javanese language, 116*

Jewish people, 100, 128

Johnson, Paul C., 109, 137

Jung, Carl, 119

humanitarianism, contemporary,
144-5
hunting: animals ‘willingly’

Kant, Immanuel, 2, 21, 25, 43, 57
Katsuno, Hirofumi, 96, 99, 103

submitting to, 8, 59, 65, 66—7, Kaufman, Sharon, 7, 31-3, 37-8, 53—4

174

For general queries, contact info@press.princeton.edu



© Copyright, Princeton University Press. No part of this book may be
distributed, posted, or reproduced in any form by digital or mechanical
means without prior written permission of the publisher.

Index

Kenya, 97

Khan, Naveeda, 61

Kismet (MIT robot), 117-18

Kluane people, the Yukon,
8, 64

Kohn, Eduardo, 6, 67, 75

Kurzweil, Ray, 114

Kwon, Heonik, 445

language: complexity of, 104; first
and second person pronouns,
105, 125%, 126, 134; first-person
perspective, 4, 21-2, 24-9, 32, 39,
40, 45, 4951, 55, 105, 126, 130, 134;
‘indexicals’, 125%; LaM DA
program, 109; linguistic
anthropology, 10, 115, 118-19,
125%, 126*, 131-2, 133—5; LM and
LLM, 124; second—person,
addressing of, 4, 6, 22, 28, 40,
43—4, 49, 51, 55, 678, 78, 1412,
145; semantic and pragmatic
meaning, 124—6; social
semiotics, 67-8, 115-16; ‘third-
person’ perspective (‘God’s-eye’
viewpoint), 4, 21, 24-5, 29, 32, 37,
39, 40, 43—4, 45, 49-55, 129, 139,
142 see also chatbots

Laos, 19

legal systems: ‘acts of God’, 13;
animals’ standing in law, 13, 61,
75—6; animals tried for crimes in
medieval era, 13, 61; and cows in
India, 3—4, 144; ‘deodand’
concept, 16, 18

Lévi-Strauss, Claude, 62—3

Leviticus, book of, 139

LGBTQ+ rights, 8
Lock, Margaret, 39, 41, 42-3, 49, 85

Madagascar, 267, 28, 29

Marapu people, 69—70

Marx, Karl, 1or*

Mattingly, Cheryl, 34-5, 50, 55

McLuhan, Marshall, 111

McVey, Rosie Jones, 79-80

meat-eating, 69—70, 72—3

medical ethics: measures to
prolong life, 7, 8, 31-3, 34-8, 46—,
48, 55, 57, 85; clash between
first-person and third-person
perspectives, 49—51; creation of
machine-human hybrids, 34-7,
46-7, 55, 85, 87, 92, 114; Do Not
Resuscitate orders (DNR), 32—3;
humans as not instrumental, 25,
39, 43—4; and moral agency, 7,
32-3; and new technologies, 7,
31-8; and ontological clashes,
35—7; and organ donations/
transplants, 25, 39—44, 48, 49,
52—3; right to self-determination
in USA, 53—4; see also biomedical
ethics

medical technology: creation of
machine-human hybrids, 347,
46-7, 55, 85, 87, 92, 114; and
creation of new moral problems,
7, 8, 32—8, 53—4; and organ
donations/transplants, 30—44;
and moral autonomy/agency,
32-3, 40, 53, 54, 87; therapy
chatbots, 97; turning of fate into
choice by, 32-8, 30—40, 53—4

175

For general queries, contact info@press.princeton.edu



© Copyright, Princeton University Press. No part of this book may be
distributed, posted, or reproduced in any form by digital or mechanical
means without prior written permission of the publisher.

Index

Melanesia, 112

Mexico, 133—5

Minsky, Marvin, 109-10, 138

monkeys, 61

“The Moral Machine’ (online
game), 1718, 20, 21, 22—3, 24,
25—6, 127, 139

moral panic, 7-8, 123

morality: ability to make choices,
16, 1718, 21, 32—3; and social
relationships, 11-12, 17, 1920,
24-5, 2830, 323, 43, 63—8, 7181,
108-12, 115-23, 135—40, I41-7;
acting in real situations, 20, 22,
26-30, 31-3, 53—4;
anthropocentric view of, 2;
anxieties provoked by Al/
robots, 7-8, 84, 88, 89—9I,
09—103, 106, 108, 109—11, 113—14,
123, 138; boundary between
human life and death, 33-8,
39-51, 52, 55—6, 57; colonial/
humanitarian imposition of,
144—5; and concept of progress,

fieldwork-based knowledge as
holistic, 11-12; humans as ends
in their own right, 25, 39, 43—4;
in Kant’s philosophy, 2, 21, 25,
43, 57; moral effects of
interaction with devices, 109-12,
114, 120; and new medical
technologies, 7, 8, 328, 53—4;
ontological clashes, 35—7;
paradox built into hunting, 64—,
71; reciprocity as key to rights,
80-T1; and relativism, 9, 28, 143—7;
responsibility, 13, 16, 18-19, 22,
23-30, 53—4, 137, 142; secular
theories of ethics, 139;
terminology, o*; universality
principle, 21, 25; utilitarian
ethics, 23—4, 50; values as
reflecting/depending on

way of life, 2—3, 11-12, 13-14,
19—20, 22—3, 26—30, 60, 61—2, 81,
1056, 142—7; ‘perspectivism’,

63; What is a human being
question, 3 see also humans;

12—13; in Darwin’s science, 2, personhood
60-1, 62; Darwin’s view of Mori, Masahiro, 89—90, 96,
human-animal distinction, 601, 107, T12

62; debate on machines as moral Mormons, 87-8

subjects, 13, 16, 1720, 33; desire Musk, Elon, 113, 121

for single set of ethical My Fair Lady (musical), 100
principles, 143—7; dialogue as mythology, 27, 100

creating a moral subject, 4, 6,

77—9; distinction between Nadasdy, Paul, 64

killing and letting die, 7, 18, natural science, nineteenth-
23-5, 33, 37, 40, 53—4; ethics of pet century, 83

robots, 979, 101-2; neuroscience, 117, 139

176

For general queries, contact info@press.princeton.edu



© Copyright, Princeton University Press. No part of this book may be
distributed, posted, or reproduced in any form by digital or mechanical
means without prior written permission of the publisher.

Index

organ donations/transplants, 25,

39—44, 45, 48, 49, 52-3; checking
the ‘organ donor’ box, 54—5

Papua New Guinea, 104*

Pearl, Judea, 136

persistent vegetative states, 7, 317,
31, 38, 4950, 54, 57

personhood, 48, 112, 136—7;
algorithms and the self, 120-1;
animals seen as having, 63, 67,
73; and brain dead/comatose
patients, 51, 52, 57; Buddhist
view of, 2, 112; Cartesian
concept of, 34-5, 43; consciences,
17; first-person perspective, 4,
21-2, 24-9, 32, 39, 40, 45, 4951,
55, 105, 126, 130, 134;
individualistic view of, 112, 115;
projected onto non-human
world, 34, 111-12, 114, 116-17, 120;
projecting our agency onto our
creations, 120, 135; sense of self,
111-12, 120-1; ‘third-person’
perspective (‘God’s-eye’
viewpoint), 4, 21, 24-5, 29, 32, 37,
39, 40, 43—4, 45, 4955, 129, 139,
142; tools as extensions of, 32, 34,
85-6 see also humans

perspectivism, 63

philosophy: Cartesian idea of
human as a machine, 34-5, 43,
60; and human interaction with
Al systems, 85; modern
Western, 2, 9, 21, 25, 34—5, 43, 53,
57, 60; non- textual, oF;

non-Western texts, 97;
ontological clashes, 35—7; search
for universals, 26; see also
Anderson, biomedical ethics,
Crary, Diamond, Foot, James,
Kant, Rawls, Thomson

Pietz, William, 16
post-humanist thinkers, 11
Power, Richard, Galatea 2.2

(novel), 100

psychology: developmental,

29—30; ethics of pet robots,
97-8, 101—2; and human male-
status rivalries, 4-5; intuitions
about responsibility and
harm, 23—9; search for
universals, 26; and WEIRD
communities, 9

Puritans, 101

Pygmalion myth, 100, 119
Quinlen, Karen Ann, 37

racism, 101; and robots, 93—5;
‘scientific’ in nineteenth-
century, 13

railways, 15-16

Rasmussen, Knud, 64

Rawls, John, 21

reindeer, 65

religion, 4, 9; applied to
machines/robots, 6, 19, 96, 99,
102, 103, 108; concept of soul-
bearing person, 35—7; entrail
reading, 69, 71—2; and human-
animal distinction, 61, 71-2;

177

For general queries, contact info@press.princeton.edu



© Copyright, Princeton University Press. No part of this book may be
distributed, posted, or reproduced in any form by digital or mechanical
means without prior written permission of the publisher.

Index

religion — cont’d
icons and statues, 2—3, 101, 103—4,
105, 106, 123, 138, 14T; and
meaning attributed to Al 137-8,
130—40; and ontological clashes,
35—7; and organ donations/
transplants, 3041, 45, 52—3; and
limits of human agency, 40;
Protestant conversion in Sumba,
69—70; reincarnation, 8, 47, 48—9,
61, 112; and ritual sacrifice, 58—9,
6870, 71-4; South Asian karmic
traditions, 112, 142; views on
death/end of life, 8, 45-8, 51—2
see also sacrifice, and entries for
individual faiths

Roberts, Elizabeth, 36

Robertson, Jennifer, 923, 94

robots: animaloids, 6—7, 11, 96,
97-100, 10I-2, 108; and
animation, 106—8; Asimov’s
‘rules for robotics’, 138;
boundary between human and
non-human, 83—4, 85, 89, 91,
106—7; Buddhist view of, 112; as
butlers, 108—9; Karel Capek
coins term, 88, 109; as moral
subjects, 13, 16, 1720, 99-102;
dystopian warnings about, 87,
89, 90, 91, 92, 978, 113—14; and
‘fetishism’, 100—3, 106—7, 111, 120;
humanoids, 88—90, 93—4, 95,
99-100; human-robot love, 67,
11, 96, 97, 99, 101-2, 108; Japanese
robotics, 6-7, 11, 89-90, 914, 96,
97, 99, 101—2; historical
precedents, 8, 845, 88, 99—103,

106, 123; models of intelligence,
112; moral anxieties provoked
by, 7-8, 84, 88, 89—91, 99-103,
106, 108, 109—11, 113—14, 123, 138;
Mori’s ‘uncanny valley’ idea,
89-91, 96, 107, 112; as pets, 67,
11, 96, 97—9, 101—2, 108;
reinforcing biases, 93-6;
quasi—human, 7, 84, 88, 90—1, 96;
seeming autonomy/agency of,
88, 89, 92—3, 95—6, 1068, 113, 136;
as servants, 7, 89, 93, 108—9; and
Taiwanese culture, 106-8;
treating as human, 84, 98,
99-103; utopian hopes for, 87-8,
89; Western desire for ‘moral
machines’, 94, 138—9; work
function of, 88, 91, 93

Rohrer, Jason, 99, 104

Rome, ancient, 133

Roomba home vacuum cleaner,
88, 96, 98

Roose, Kevin, 119—20

Runa people, Amazonian, 6, 67,
75,79

Russell, Stuart, 109

Sacrifice, 58, 62, 68—74,
80-1

Santeria, 68—9

Schiavo, Terri, 37

Schiill, Natasha, 86—7

self-driving cars: and moral
agency, 13, 16, 1718, 30; “The
Moral Machine’ (online game),
17-18, 20, 21, 22—3, 24, 25—6, 127,
139; ‘morality” algorithms, 13, 16,

178

For general queries, contact info@press.princeton.edu



© Copyright, Princeton University Press. No part of this book may be
distributed, posted, or reproduced in any form by digital or mechanical
means without prior written permission of the publisher.

Index

17-18, 138; programmed to make
choices, 16, 17-18, 84, 89; public
anxiety about, 15, 16-17

semiotics, social, 678, 115-16

Seoul, South Korea, 131

Shapiro, Scott, 136—7

Shaw, George Bernard, Pygmalion,
100, 119

Shintoism, 92—3

Shohet, Merayv, 51, 53

Silvio, Teri, 106—8

Singh, Bhrigupati, 12

slavery, 13, 89, 109-10, 138

Smuts, Barbara, 67-8, 78

Sparrow, Robert, 97-8, 99, 101—2

spirits, quasi-human: Al analogies,
113, 121-3; divination, 71, 84, 123,
1325, 136, 138; glossolalia
(speaking in tongues), 123, 1312,
136, 137—8; malevolent, 27;
spirit possession, 123, 128—30,
132, 136

Stonington, Scott, 45-8,
51-2, 53

Suchman, Lucy, 108, 115-17

Sudan, 128

Sumba, Indonesia, 6970, 71, 73—4,
79, 81, 116*

superhuman aliens, 2, 84, 121,
123, 130, 132, 135, 1378,
139, 141

Sydney (chatbot), 119—20

Taiwan, 2—3, 103, 106—8, 130
Taylor, Paul, 2, 11011
Thailand, 45-8, 51-2, 53, 142
Thomson, Judith Jarvis, 23

transhumanists, 87-8

Trolley Problem, 23—9, 31,
33,37

Turing Test, 114-15, 117, 119, 121

Turkle, Sherry, 111, 112

Uganda, 28—9

uncanniness, 89—91, 96, 107—8, 112

United Kingdom: ‘deodand’ in
English law, 16, 18; English
equestrians, 78, 79—80, 81, 87;
imperialism in India, 144—5; laws
pertaining to dogs, 75-6;
railway pioneers in, 15-16

United States: abortion issue in, 471;
animal sacrifice in, 68—9;
dog-fighting in, 4—5; gambling
industry, 86-7; Gilligan
experiment in, 29—30; Intensive
Care Units in, 7, 31-2, 34-8, 43—4,
49, 53—4, 55, 92; laws pertaining
to dogs, 75-6; mortality records
in, 38; organ donations/
transplants in, 39, 40-1, 42—4,
52—3; ranching in Nevada, 4-5,
62, 67; religiosity in, 2, 40-1;
right to self-determination in
medical ethics, 53—4; Schiavo
and Quinlen cases in, 37*, 37;
self-monitoring with algorithms
in, 120-1; slavery in, 110; therapy
Woebot in, 97

utilitarian ethics, 23—4, 50

utopian excitement, 7, 878, 89

Uttar, 71

Uttarakhand village (Indian
Himalayas), 58, 71, 81

179

For general queries, contact info@press.princeton.edu



© Copyright, Princeton University Press. No part of this book may be
distributed, posted, or reproduced in any form by digital or mechanical
means without prior written permission of the publisher.

Index
Vietnam, 44-5, 51, 53, 145 Wodehouse, P.G., 108—9
Viveiros de Castro, Eduardo, 63 wolves, 78—9
writing, 86

water buffalo, 69, 71, 73—4, 142
Weber, Max, 141 Yeats, William Butler, 131
WEIRD communities, 9, 12, 22—3, Yucatec Mayan people, 1335

24, 26, 60, 61-2, 146 Yukaghir hunters, Siberia, 59, 63,
West Papua (Indonesia), 61 65, 66—7, 72, 80, 81, 112, 129
White, Daniel, 96, 99, 103
Willerslev, Rane, 59, 63, 67 Zuckerman, Charles, 19

For general queries, contact info@press.princeton.edu



