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1
Introduction

on february 3, 2015, the Islamic State (IS), a violent extremist organization 
based in the Middle East, posted a video on YouTube that showed the killing of 
a Jordanian pilot the group held hostage. The video depicted brutal acts of 
violence carried out against the hostage and called for the murder of anyone who 
did not agree with the group’s mission.1 Within a short amount of time, the video 
went viral. It was shared in tens of thousands of posts on Twitter by Islamic State 
sympathizers,2 received millions of interactions on Facebook,3 and was reposted 
and discussed in other online media.4 The video was just one of many other 
videos showing brutalities that the organization posted on the internet. Thou-
sands of other messages glorifying violence were shared by the group on various 
online platforms in an effort to attract support around the world.

Harmful content on social media, like the Islamic State’s video described 
here, has become an urgent challenge for societies in the digital age. The stories 
seem to never end. From hate-filled campaigns that can lead to violence and 
even genocide5 to extremism and polarization fueled by misinformation 
and manipulated media generated by artificial intelligence,6 to problematic 
content that targets children or can inspire self-harm,7 safety problems on 
online platforms have become a pressing concern.

As disturbing episodes linked to harmful content multiplied around the 
world, public calls for immediate action from social media companies started 
to intensify. Some threatened to boycott social media, calling on technology 
companies to do more to address harassment and abuse on their sites.8 Others, 
such as large advertisers, withdrew their paid ads to protest platforms’ insuf-
ficient handling of misinformation and hate speech.9 And those who became 
victims of violence that was believed to be inspired by content posted online 
demanded legal action against companies that did not sufficiently combat in-
citement on their platforms.10
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The most intense pressure came from governments. Between 2018 and 
2022, forty-seven national governments enacted legislation or were in the 
process of passing legislation to regulate harmful content on social media. 
The regulations sought to address a range of social ills for which digital media 
platforms were believed to be responsible, and they reflected governments’ 
view that leaving content moderation solely in the hands of private companies 
was insufficient to combat harmful content online.

For example, after the livestreaming on Facebook of the terrorist attack in 
Christchurch in March 2019, the prime minister of New Zealand said that “we 
cannot simply sit back and accept that [social media] platforms just exist and 
that what is said on them is not the responsibility of the place where they are 
published.”11 The prime minister of Australia agreed, adding that “big social 
media companies have a responsibility to take every possible action to ensure 
their technology products are not exploited by murderous terrorists.”12 In-
deed, when crafting the Digital Services Act—the European Union’s ambi-
tious legislation to combat harmful content online—one regulator warned 
that “the time of big online platforms behaving like they are ‘too big to care’ is 
coming to an end.”13

To put pressure on social media companies to do more, governments 
started requiring a range of actions. They asked companies to publish transpar-
ency reports detailing their content moderation actions and to set up measures 
to protect against misuse. They also required platforms to engage in risk as-
sessments and audits to ensure that they were not exploited to promote offline 
harm. Governments further dramatically increased their requests for removal 
of specific pieces of content that they considered harmful, in hopes that tighter 
policing of speech would lead to a safer internet.14

But an interesting aspect of the public’s attention and the regulatory pres-
sure placed on technology companies was the almost exclusive focus on 
large social media platforms. Technology companies like Meta, Twitter, and 
YouTube faced strong public pressure, while smaller sites such as Telegram, 
Gab, and Rumble were subject to much less oversight. There are various rea-
sons for this differential treatment of platforms, including efforts to lower the 
barrier to small social media companies to enter the digital media market and 
the view that smaller platforms are inconsequential.15 Regardless of the rea-
son, the result was a diverse, uneven moderation landscape in which social 
media platforms that were considered “big” or impactful moderated content 
at increasingly higher rates, while smaller platforms did not.
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For example, in the past several years, Meta, which faced the highest public 
pressure among all technology companies, has developed over twenty catego-
ries for harmful content and removed over 64 billion posts promoting misin-
formation, hate, and extremism from its services.16 TikTok, which also started 
experiencing pressure from regulators and the public, has increased its mod-
eration substantially since 2020, taking down over 1.2 billion videos that 
violated its new policies.17 But other technology companies that have not been 
at the center of the public’s attention, such as Gab, Rumble, and Telegram, had 
much less robust content moderation standards and did not remove harmful 
content to the same extent.

How effective is content moderation at combating online harms in such 
diverse environments? We currently have little knowledge on the effects of 
content moderation when different technology companies adopt different 
standards to restrict harmful content on their sites. Most scholarly work on 
the regulation of social media either focuses on the legal aspects without 
examining the consequences of regulatory provisions or examines plat-
forms’ content moderation from a “within-platform perspective”—that is, 
by evaluating the effectiveness of moderation only among platforms that 
engage in it. As a result, we have a limited understanding of the effects of 
content moderation in the broader online ecosystem. What happens when 
one social media platform adheres to regulations and moderates harmful 
content and another does not? How do producers of harmful content adapt 
to moderation across platforms with different moderation policies? And 
what happens when social media companies collaborate to align their mod-
eration standards?

I answer these questions by focusing on one of the most central areas in 
social media regulation: online extremism. Nowhere have public pressure and 
regulatory efforts been more prominent than the moderation of extremist 
and terrorist activity on digital media platforms. “Dangerous organizations”—
militant or hate-based groups, extremist organizations, and other violent 
movements—have become one of the main targets of online regulation and 
content moderation. But despite mass content takedowns, account suspen-
sions, and other sanctions that these organizations have been subject to, 
they continue to flourish online, advancing their cause, recruiting support-
ers, and inspiring violence. The new policies targeting harmful content on 
social media have thus not stopped extremist organizations from operating 
online. Why?
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Moderating Harmful Content in  
a Diverse Online Environment

In this book, I provide a deep dive into content moderation on social media 
platforms to study how extremist organizations that produce harmful content 
online react to moderation. I define content moderation as the “organized 
practice of screening user-generated content (UGC) posted to Internet sites, 
social media, and other online outlets, in order to determine the appropriate-
ness of the content for a given site, locality, or jurisdiction.”18 I argue that 
divergence between platforms’ content policies allows these actors to become 
resistant to online regulation. Focusing on the strategic interaction between 
technology companies and national governments, I explain how different 
moderation standards emerge in the online information ecosystem. I then 
offer a theory that explains how different moderation standards across plat-
forms create virtual safe havens in which extremist actors can organize, launch 
campaigns, and mobilize supporters. Drawing on data on the online activity 
of over a hundred militant and hate organizations, archives of banned terrorist 
propaganda, and platform moderation policies, I explain how digital resilience 
is shaped by the degree of variation in the way technology platforms police 
speech online.

Understanding how extremist actors adapt to moderation sheds light on 
important challenges at the frontier of mitigating online harms. Divergent 
standards in content moderation are a feature of our increasingly decentralized 
online information ecosystem, yet their effects on the ability to moderate 
harms are rarely considered in debates over social media regulation. Policy-
makers often rush to suppress or take down offensive content online, while 
failing to consider the consequences of these approaches in the broader digital 
environment. By explaining the ways in which variation in content moderation 
across social media platforms can be exploited by militant and hate organiza-
tions, the book provides an important account for why extremism continues 
to be a problem for our digitally connected societies.

Why Does Extremism Thrive Online?

A key question driving governments seeking to regulate internet platforms 
is determining how extremist actors are able to exploit social media for 
malicious purposes. The oft-cited answer is that social media companies are 
“not doing enough” to moderate harmful content—which naturally leads to 
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policy solutions requiring more moderation. In this book, I show that this 
answer is incomplete, because it ignores the broader online ecosystem in 
which social media platforms are embedded. By taking a more comprehensive, 
cross-platform perspective to answer this question, I illustrate the important 
role played by the structure of the online information environment and the 
way platforms relate to each other in shaping extremist organizations’ online 
campaigns.

Specifically, I show that militant and hate organizations’ online success cen-
ters on their ability to operate across many platforms in parallel—a phenom-
enon not well captured by current legislation. Most regulations of social media 
platforms operate under the assumption that inducing technology companies 
to take stronger action against extremist organizations will decrease their abil-
ity to exploit the internet. As a result, the main metric of success employed by 
governments and the public is a decline in harmful content on regulated plat-
forms. What the new regulations tend to overlook is that these actors operate 
in tandem in multiple online spaces, many of which are unregulated.

My theory explains how dangerous organizations build resilience to content 
moderation by focusing in particular on a multi-platform environment. The 
context of my theory is an information ecosystem characterized by variation 
in the levels of platform moderation in which some online spaces have tight 
moderation of harmful content, while others do not. I show that much of the 
complexity in extremist group behavior on social media can be captured by two 
important dimensions in platform characteristics: (1) the level of moderation—
how lenient or restrictive platforms are in their content moderation practices; 
and (2) impact—the size of the audience on the platform. This approach yields 
systematic and falsifiable predictions as to the mechanisms that facilitate dan-
gerous organizations’ resilience on social media.

The mechanism that most people point to when considering extremist 
groups’ adaptation to content moderation is migration to alternative platforms. 
Faced with bans on moderated platforms, extremist actors can shift their 
online presence to social media spaces that have more lenient content policies. 
There are many examples of migration of this sort, including the Islamic State’s 
move to Telegram after Twitter and Facebook banned the group from their 
platforms and the relocation of far-right groups to “alternative platforms” after 
experiencing crackdowns on mainstream social media sites. The ability to mi-
grate to other platforms allows extremist organizations to maintain their pres-
ence online, but it comes with a cost. Since platforms that moderate less tend 
to have smaller user bases, extremist actors who migrate to less-moderated 
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online spaces risk becoming “irrelevant” by losing the audience they once had 
on larger platforms.

To remain influential in a regulated online context, extremist organizations 
have an incentive to continue reaching out to broader audiences, even on mod-
erated platforms. I show that they do that by shifting messaging strategies based 
on platform moderation rules. When there is variation in the policies that 
determine what is allowed (and not allowed) on different platforms, extremist 
actors can modify the way in which they disseminate their messages across 
platforms. This tactic is particularly useful as content moderation be-
comes more automated, since it is often easier to “trick” artificial intelligence 
systems with borderline content that is not clearly violating platform policies. 
Thus, for example, these actors advance their message by sharing ‘mild’ con-
tent that does not trigger moderation algorithms on regulated platforms, while 
at the same time disseminating more extreme material in less-moderated 
spaces. Inconsistency in content moderation policies across platforms allows 
dangerous organizations to maintain a significant level of audience reach de-
spite increased regulation.

The third mechanism for adapting to content moderation is mobilization—
the ability to draw audiences to support the group’s cause. When dangerous 
organizations maintain a presence on several platforms in parallel, they are not 
only able to evade moderation and increase the probability that their content 
will flow to target audiences, but they can also engage potential recruits in a 
more effective way. It turns out that experiencing moderation on social 
media—for example, by having one’s posts deleted or account suspended—
can generate strong reactions among affected users that can propel engagement 
with extremist content. Followers of the Islamic State who experienced bans 
on Twitter and Facebook subsequently became much more motivated to seek 
out the group’s online networks on less-moderated platforms.19 Similarly, 
sympathizers of the far-right conspiracy theory QAnon, which was one of the 
narratives inspiring the January 2021 attack on the US Capitol, increased their 
engagement with QAnon content after their accounts were deleted from main-
stream platforms.20 Targeting users who experience moderation can be very 
beneficial for extremist organizations, as these audiences might be more sus-
ceptible to their narratives.

I offer rich empirical evidence from various sources, including data on ex-
tremist groups’ online networks, archives of banned terrorist propaganda, and 
data on technology companies’ enforcement actions, to show how cross-
platform migration, messaging, and mobilization allow militant and hate 
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organizations to remain resilient to online regulation. I show that even though 
content moderation can succeed in reducing extremist presence on specific, 
highly moderated platforms, it often fails to address online harms in the 
broader internet ecosystem. I present data on the online activity of over a 
hundred groups that promote extremist ideologies on various social media 
platforms, and I supplement these data with deep quantitative and qualitative 
case studies.

It is often difficult to study the consequences of content moderation 
because information on such interventions is usually not available to the pub-
lic. In many cases, banned content cannot even be found in the archives of 
social media platforms because of data archiving laws and other restrictions. 
For this reason, I rely on several forms of external data collection that allow 
me to track instances of platform moderation and extremist activity in real 
time. I use these data sources to answer the following questions: Where do 
extremist actors migrate after experiencing bans on regulated social media 
platforms? What content do they post in different online spaces, and does 
content dissemination vary between moderating and nonmoderating plat-
forms? Do users who experience bans increase their engagement with extrem-
ist content on unregulated social media sites? And how do extremist actors 
target audiences who are aggrieved by moderation? The evidence that I pre
sent demonstrates that even though content moderation can be effective in 
combating harmful content on specific platforms, its ability to prevent harm 
in the broader digital environment is more limited.

My findings help explain why online extremism—and harmful content 
more generally—continues to persist on social media. The political process 
leading governments to exert greater control over online platforms and the 
public pressure on technology companies to invest in content moderation are 
not uniform across social media platforms. This inconsistency creates oppor-
tunities for actors who produce harmful content to innovate in the online 
space, which can strengthen, rather than weaken, their online campaigns.

The evidence presented in this book demonstrates that we need to better 
understand the ways in which content moderation shapes dangerous actors’ 
behavior in the broader digital ecosystem. Although there is a growing body 
of research on the movement of messages, ideas, and different types of content 
between social media platforms, we know much less about the nature of cross-
platform spillovers in the context of content moderation—and in particular 
the role of these spillovers in extremist organizations’ strategic attempts to 
overcome regulation.21 This book shows that the movement of harmful con-
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tent between platforms is often the outcome of more calculated efforts by 
these actors to evade moderation while maintaining their impact on moder-
ated platforms. With an ever-expanding set of policies dictating what is not 
allowed on social media, understanding how extremist actors adapt to new 
rules can ensure that content moderation is more effective at achieving these 
important policy goals.

Defining Extremism

Before we continue, it is important to define “extremism,” as the concept can 
have different meanings in different contexts. Scholars have long debated the 
meaning of extremism and have devoted entire articles or even books to dis-
cussion of the concept. Here I describe three broad definitions on which 
I draw in the book. The first defines “extremism” as a set of ideas, beliefs, or 
preferences that diverge from the views of the majority of the population.22 If 
political preferences can be placed on a spectrum, then extremism would re-
flect the preferences on the far end. For example, organizations that promote 
fundamentalist religious beliefs that are not endorsed by the majority of a 
religious population would be considered extremist under this definition.23 
Similarly, groups that promote the transformation of a political system in a 
way that disrupts the popular status quo would be defined as extremist.24

The second definition focuses on intergroup relations. According to this 
definition, extremism is viewed as the belief that survival depends on taking a 
hostile action against others.25 Organizations that promote hostility, such as 
verbal attacks, hate speech, or harassment, or even physical discrimination and 
violence against other groups are defined as extremist. Although extremism 
can emerge in many types of social contexts, the most common cases relate to 
groups that define themselves on the basis of religious, nationalist, racial/eth-
nic, or class-based identities.26

The third definition views extremism as synonymous with violence. 
Groups or individuals that promote physical harm against people or prop-
erty, such as indiscriminate violence or terrorism, are defined as extremist. 
The large literature on preventing or countering violent extremism (PCVE) 
often views extremism as closely tied to violence and physical harm. Thus, 
“violent extremism” and “extremism” under this definition are seen as the 
same thing.27

In this book I draw on all three definitions when studying activity on social 
media. I examine groups and movements that promote fringe ideas that are 



I n t r o du c t i o n   9

not popular among the majority in their society but that do not directly en-
dorse violence against civilians. But I also study organizations that openly use 
indiscriminate violence to achieve their goals. By taking this approach, I put 
together in one bucket many different types of organizations that are often not 
studied at the same time. The reason for adopting a broad definition of extrem-
ism is that these different organizations, despite espousing different ideologies 
and tactics, face similar constraints when using social media. The theoretical 
framework in my book applies to many different organizations that fall under 
various definitions of extremism.

In addition, variants of these definitions are used by social media compa-
nies at various points in time. As I show later in the book, different definitions 
of extremism even become part of the story when they result in diverging 
policies to address the activity of dangerous organizations across platforms.

Defining Harmful Content

In a similar manner, the book focuses on policy efforts to combat harmful 
content on social media. But what is “harmful content”? Who decides what 
information is “good” and what is “bad”? This is a controversial question that 
results in different answers, depending on who we ask. For example, in polar-
ized societies—where there is great animosity between two opposing sides of 
the political aisle—each camp may consider the other’s ideology, worldview, 
or policy positions harmful. In a recent poll studying polarization in the 
United States, over 55 percent of the respondents believed that the other side’s 
policy positions were subverting American democracy, and about 20 percent 
supported freezing the social media accounts of journalists who identified 
with the opposing party.28 In another study examining public attitudes toward 
content moderation, researchers found a large difference in the views of Re-
publicans and Democrats on whether news articles promoting misinforma-
tion should be removed from social media.29

The belief that online content is harmful if it does not support one’s political 
goals is also found in other contexts. For example, in civil war and intrastate 
conflict, online content produced by nonstate actors is often considered ter-
rorist propaganda by the governments fighting them, but some parts of the 
population that these organizations seek to represent view this content as 
resistance to a repressive regime. Disagreement over what constitutes harmful 
content is also found in debates over vaccine safety, where pro- and anti-vax 
activists see each other’s online campaigns as harmful content.30 Similar 
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dynamics exist in disagreements over political advertisements in the context 
of democratic elections, where opposing sides consider the others’ campaigns 
misinformation.31

Here I avoid making normative judgments about what is “good” or “bad” 
content by focusing on information that national governments and technology 
companies have themselves deemed to be harmful in regulations and content 
moderation rules. My theoretical framework is thus agnostic on the exact defi-
nition of harmful content, allowing different stakeholders to define it accord-
ing to their political views. Approaching this question in a liberal way allows 
me to directly examine a core aspect of my theory: heterogeneity in the ways 
that technology platforms define online harms. It also enables examination of 
policy evolution where the definition of harmful content changes over time.

For example, the QAnon conspiracy theory was not considered harmful by 
technology companies when it started spreading from fringe internet forums 
into mainstream social media. Platforms such as Facebook, Twitter, and You-
Tube did not include conspiracy theories in their definition of harmful content 
until QAnon communities grew significantly on their sites (see chapter 6). But 
at the same time that these platforms defined the QAnon ideology as harmful, 
other platforms, such as Gab, took a different position, maintaining that there 
was “nothing wrong” with the QAnon philosophy.32 Embracing the varying 
definitions of harmful content allows me to study how QAnon supporters 
advanced the conspiracy’s message on different platforms, thus testing impor
tant empirical implications of my theoretical framework.

Sometimes, however, there is broad consensus on certain types of harmful 
content. For example, many agree that content that promotes violence and 
terrorism is harmful.33 In this book, I focus on extremist organizations—actors 
that, in many cases, promote violence to achieve political goals. Thus, the 
harmful content that I analyze often consists of messages shared on social 
media (in textual, visual, or audio format) that can cause injury, suffering, 
distress, or trauma outside of the platforms on which they are dissemi-
nated. This includes content that can inspire or instruct people to engage in 
violence, messages that promote hate and can lead to harassment of people, as 
well as information that can inspire individuals to harm themselves, such 
as content promoting suicide.

But even when there is agreement about what is harmful content, there can 
be disagreements about whether it should be moderated. For example, the 
leadership of Telegram has long agreed that content promoting violence and 
terrorism is harmful.34 Despite this view, it did not put in place policies that 
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officially prohibit such content, citing its belief that user privacy is “more 
important than our fear of bad things happening, like terrorism.”35 Whether 
differences in content moderation across platforms stem from disagreement 
over what is harmful content, from different views about how it should be 
moderated, or from varying regulatory pressures, the outcome is the same: an 
uneven online information ecosystem in which some platforms have tight 
moderation rules and others do not. The discussion in this book thus applies 
equally to all types of scenarios: by taking variation in content moderation 
policies as given, it examines how heterogeneity in moderation standards 
shapes extremist activity online.

Contributions to Existing Literature

This book contributes to several strands of scholarly literature. First, it ad-
vances knowledge on the digital battleground where dangerous organizations 
operate. Over the past decade, the rise of internet platforms has inspired a 
wave of new scholarship examining how extremist actors use social media. 
This research has produced valuable insights into the ways in which militant 
and hate organizations produce propaganda, attract recruits, plan violent 
attacks, and—importantly—adapt to content moderation.36 Although this 
work identifies important patterns in this book’s outcomes of interest—for 
example, migration between platforms or the strategic modification of propa-
ganda messages—it does a poor job of explaining the “independent variable,” 
that is, the factors that give rise to these outcomes. In other words, existing 
research often treats the online information environment as having a “disor
ganized content moderation system.” But as I show in this book, this system 
actually has predictable structural properties that are driven by the strategic 
incentives of technology companies and governments. By offering a frame-
work to understand the properties of this environment and how it shapes the 
behavior of dangerous organizations, the book adds to knowledge on 
the causes of extremists’ resilience on social media.

For example, it is well known that actors who are banned from one social 
media platform will try to migrate to another,37 However, the literature has 
been underdeveloped on the incentives driving such migration and on where 
banned actors are most likely to end up. I draw on novel data on the online 
activity of a large number of militant and hate groups to show that, contrary 
to conventional wisdom, extremist actors do not migrate to the platforms 
that moderate the least. Rather, the choice is a trade-off: they are drawn to 
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platforms that reach a broad audience so long as the degree of moderation is 
tolerable. The book therefore offers new insights into the decisions that drive 
dangerous organizations’ resilience on social media by systematically charac-
terizing the online information environment in which these actors operate.

Relatedly, while we have research on how extremist mobilization takes 
place on social media, we do not have a good understanding of how content 
moderation policies drive mobilization across platforms.38 Since the bulk of 
current research on extremist activity online focuses on a handful of platforms, 
the broader structure of the information environment and its influence on 
extremist activity is not systematically studied or theorized. By focusing on a 
wide range of social media platforms (including less-researched online spaces) 
and providing a framework that allows systematic characterization of their 
affordances, the book offers new insights into the consequences of content 
moderation—insights that allow us to make policy-relevant predictions about 
when interventions to combat harmful content online are most likely to suc-
ceed or fail.

Furthermore, the book sheds light on how changes in the regulatory 
landscape are likely to shape dangerous actors’ online behavior in the future. 
Chapter 7 and the conclusion discuss policy responses to online extremism in 
light of the structural factors driving this information ecosystem. I provide 
novel evidence about what happens to extremist activity online when plat-
forms converge in their policies to combat harmful content. Although the 
importance of collaboration between platforms to combat extremism is widely 
acknowledged, there is no systematic empirical research on this issue. The 
theoretical framework and empirical analysis offered in the book yield specific 
implications for regulatory safeguards that go well beyond our existing under-
standing of how extremist groups operate on social media.

Beyond online extremism, the book also adds to the growing body of 
work on censorship in the digital era. This stream of research—which often 
centers on digital repression in authoritarian regimes—points to different 
factors that allow citizens to become resistant to information suppression.39 
But censorship is not limited to authoritarian countries. Democratic govern-
ments are increasingly looking for ways to use similar tools to combat con-
tent that they consider harmful in their societies as well. This book explains 
how democratic governments grapple with the tension between censorship 
and free speech when faced with violence, hate, and extremism on social 
media platforms.
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Finally, the book adds to work on resilience to online censorship—which 
tends to focus on information consumption—by providing a theoretical frame-
work to understand how information production changes in the face of growing 
censorship. As such, the book pushes forward the frontier of knowledge on 
how actors who face bans on social media continue spreading their message 
online despite growing restrictions.

Implications for Mitigating Harms in a Digital Society

The theoretical argument and empirical findings that I present in this book 
shed light on the consequences of online regulation and content moderation 
and have implications for ongoing research on social media and politics, 
political violence, and the wider research agenda on online influence 
operations.

Content Moderation May Not Weaken Extremists

First, this book speaks to the strategies used by militant actors to exploit the 
internet to advance their cause. Many scholars have been puzzled by the ease 
with which groups like the Islamic State, Al-Qaeda, and other far-right 
organizations have used social media to recruit supporters and inspire violence 
around the world. Some argue that militant groups’ creative online campaigns 
and sleek propaganda allow them to publicize their cause and successfully at-
tract supporters on social media platforms.40 Others maintain that extremist 
actors’ capacity to effectively target audiences facilitates their success online.41 
Still others point to “offline” drivers of online extremism, highlighting militant 
and hate groups’ ability to draw on grievances from the physical world to in-
spire audiences to engage with radical virtual communities.42

In this book I show that extremist groups have developed new methods to 
exploit the internet that go beyond propaganda dissemination, audience tar-
geting, and offline grievances. The new information environment, which con-
sists of various platforms that significantly differ in their content moderation 
standards, allows extremist actors to become resilient to online regulation. By 
migrating from platforms with strict moderation to those with more lenient 
policies, adapting messaging to platform rules, and mobilizing supporters on 
alternative platforms, militant and hate groups are able to continue operating 
successfully on social media, despite efforts to disrupt their campaigns.
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The Broader Online Ecosystem Matters

This book also speaks to the growing body of research on social media and 
politics, which has made significant strides in understanding how rapid 
information dissemination in online networks shapes political behavior in the 
digital age.43 The vast majority of this research tends to focus on large plat-
forms, such as Twitter, Facebook, and YouTube.44 But as I show in this book, 
the important dynamics on smaller platforms can be missed if online behavior 
is understood solely from the perspective of large social media platforms.

For example, when scholars study topics like online polarization, the spread 
of misinformation, and foreign and domestic influence operations, depending 
on whether they examine mainstream platforms, “alternative” platforms, or 
more private online sites, they may observe very different patterns. Researchers 
studying misinformation in India, for example, found that the vast majority of 
content promoting falsehoods was shared in small groups on encrypted mes-
saging applications.45 Scholars examining the spread of hate speech similarly 
found different patterns on alternative online networks, as opposed to main-
stream platforms.46 And studies on foreign influence operations identified simi-
lar activities on smaller online sites. For example, an investigation of Russia’s 
influence operations targeting audiences in Europe and the United States found 
that networked accounts detected on Facebook were just the “tip of a much 
larger iceberg” of a campaign spanning many other, less-studied platforms.47

Understanding online behavior in the broader internet ecosystem is par-
ticularly important in the context of online extremism, as a growing portion 
of the activities of militant and hate groups take place on less-moderated sites. 
Indeed, many recent violent events have been linked to content shared on such 
platforms, including the terrorist attacks in France, Germany, and Belgium in 
the mid-2010s (facilitated by information shared on Telegram),48 the 2018 
Pittsburgh synagogue shooting (linked to Gab),49 and the January 6, 2021, at-
tack on the US Capitol (driven by misinformation related to the 2020 elections 
that spread on platforms such as MeWe, Gab, and Parler).50 It therefore be-
comes increasingly important to expand our understanding of online political 
behavior by studying less-moderated platforms.

More generally, taking a cross-platform perspective can help explain the be
havior of social media companies. For one, platforms may benefit from knowing 
where they are located in the broader online ecosystem; this information can 
help them better anticipate activities like sudden migration from other plat-
forms. In addition, examining social media companies’ content moderation 
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decisions in light of the broader online ecosystem can help explain why some 
platforms may choose to situate themselves in a place that captures the right mix 
of authenticity and impact—to attract extremists and grow their user base.

More Centralized Moderation Can Help, but It Has Costs

Beyond advancing knowledge on online behavior in the broader digital eco-
system, the book also speaks to the benefits and costs of cross-platform coop-
eration in the context of content moderation. In the face of growing urgency 
to combat online harms, many have called for greater cooperation between 
platforms, asking technology companies to work together to collectively pre-
vent malicious content from spreading on the internet.51 These efforts have 
propelled forward new initiatives, including New Zealand’s Christchurch Call 
to Action, which over fifty countries have joined, and the Global Internet 
Forum to Counter Terrorism (GIFCT), which facilitates collaboration be-
tween online service providers in the removal of extremist content.

While industry collaboration in combating online harms is often cited as 
the primary solution to online extremism, I show that centralizing moderation 
across platforms also has costs. Drawing on a growing body of scholarship 
on online regulation and platform governance, I show that aligning modera-
tion policies can indeed help technology companies create a “united front” 
against extremist exploitation. At the same time, however, it can give too much 
power over online speech to a small number of actors, potentially leading to 
abuse, as some have cautioned.

For example, centralizing content moderation across platforms can result 
in “collateral damage”—the mistaken removal of nonharmful content from 
many online sites in parallel. Since the line between violating and nonviolating 
content can be blurry at times, platforms sometimes make errors in their mod-
eration decisions. When the moderation policies of technology companies 
converge, the impact of erroneous content removals can be even harsher, as 
those whose content is mistakenly deleted from one platform can experience 
bans on other platforms as well. Using examples of digital campaigns by civil 
rights organizations seeking to document human rights abuses around the 
world, I discuss centralized moderation’s capacity to limit nonharmful actors’ 
ability to share their messages online and the ethical questions about banning 
protected speech through such cross-platform collaboration that arise.

The book discusses other caveats to multi-stakeholder coordination in mod-
eration, including “censorship creep”—a problem identified in the literature in 
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which moderation extends beyond its initial set of categories and centralization 
tools are misused by authoritarian leaders seeking to suppress dissent.52 Thus, 
greater alignment in content moderation can facilitate the efficient removal of 
extremist material from social media platforms, but it comes with a cost to 
human rights and civil liberties, at least in some settings.

Relevancy to Other Online Campaigns

Finally, even though this book’s focus is on militant and hate organizations, its 
findings are relevant for understanding other actors’ adaptations to online 
regulation. Indeed, building resilience to content moderation is not unique to 
violent extremist groups. Even state actors seeking to influence domestic poli-
tics in their country or interfere in the political processes of other countries 
increasingly rely on multi-platform operations.

For example, a study by the Atlantic Council’s Digital Forensic Research Lab 
found that a Russian intelligence campaign seeking to interfere in the domestic 
politics of the United States, Germany, and Ukraine (among other countries) 
spanned over thirty social media platforms and nine languages.53 To evade mod-
eration and increase impact, the operation employed “fake” accounts and imper-
sonated user identities—a sophisticated messaging strategy that, as I show in 
the book, is often a part of more general efforts to overcome moderation.

Similarly, an influence operation by the Nicaraguan government in the run-
up to the November 2021 elections employed hundreds of accounts on seven 
platforms to shape domestic audiences’ vote choice. While some platforms, 
such as Facebook, Twitter, and YouTube, took action against this content, 
other platforms, like Telegram and TikTok, did not ban the campaign.54 These 
examples illustrate the important role played by cross-platform variation in 
content moderation in the ability of malicious actors to spread their message 
online. By providing a framework for understanding these actors’ adaptations 
to moderation in the broader internet ecosystem, the book illuminates often-
overlooked consequences of online regulation.

Outline of the Book

The next chapter offers a theory that explains how policy divergence in content 
moderation leads to digital resilience. The theory focuses on the strategic in-
teraction between national governments, technology companies, and danger-
ous organizations and explains the mechanisms that allow extremist groups to 



I n t r o du c t i o n   17

continue advancing their goals online despite rising regulation. Focusing on 
democratic countries, I argue that governments develop policy interventions 
compelling content moderation by technology platforms—which is in some 
tension with liberal values of freedom of expression—when they perceive the 
risk of online harms crossing a certain threshold. Because this threshold is 
informed by activity taking place on large and high-impact social media plat-
forms, government regulation tends to focus on this portion of the online 
information ecosystem. The result is variation in moderation levels across plat-
forms: while larger, highly regulated platforms invest in moderation policies 
and enforcement, smaller, less-regulated platforms have a freer hand.

I argue that when social media platforms differ in their content moderation 
policies, militant and hate groups adapt through migration—moving from 
highly moderated platforms to less-moderated ones; mobilization—leveraging 
audience grievances from content bans to inspire support for their cause on 
less-regulated spaces; and messaging—adapting content to the moderation 
rules of different platforms. The key insight that emerges from my theoretical 
framework is that variation in content policies between platforms is central to 
extremist organizations’ ability to build resistance to moderation.

In chapter 3, I provide an overview of recent efforts to regulate social media 
platforms to combat online harms. By tracking the evolution of social 
media regulation in various countries around the world, I show how govern-
ments’ push to moderate content is closely related to activity that is perceived 
as “too harmful” because it is violent, threatening, or disruptive to democratic 
processes. I further show that regulations, or proposed regulations, tend to 
focus on “high-impact” platforms, and demonstrate how government pres-
sures incentivize technology companies to invest in moderation. The chapter 
shows that when extremist material online is at issue, many democratic gov-
ernments do not hesitate to mandate strong censorship that delves deep into 
the specifics of how private companies should moderate content.

Chapter 4 is the first of three chapters that provide evidence on the mecha-
nisms that enable dangerous organizations to become resilient to modera-
tion. In this chapter, I focus on cross-platform migration. Building on the 
theoretical framework in chapter 2, I show that two factors drive extremist 
groups’ migration between platforms: the level of moderation and audience 
reach. Drawing on original data on the social media activity of over a hundred 
militant and hate organizations, I demonstrate that when choosing platforms, 
groups tend to gravitate to online sites that provide the best “mix” of moderation 
and reach.
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The chapter also includes two case studies that trace the migration of mili-
tant and hate groups between platforms. First, I use data on the Islamic State’s 
networks on Twitter and Telegram to show that the enforcement of modera-
tion policies that targeted the group in 2016 and 2019 led its members to mi-
grate to less-moderated platforms that served as safe havens for its online 
campaigns. Second, I describe the migration decisions of the Proud Boys in 
the wake of their deplatforming from mainstream social media, showing the 
important role of lenient moderation and audience size in the group’s migra-
tion decisions. This chapter sheds light on current debates around deplatform-
ing by not only illustrating how migration happens but also explaining where 
banned actors are most likely to move.

In chapter 5, I discuss dangerous organizations’ use of less-moderated plat-
forms for mobilization and recruitment, focusing on the audience from which 
extremist groups seek to mobilize supporters. I argue that even though less-
moderated platforms have smaller audiences, they can be useful for mobiliza-
tion when the content disseminated by militant and hate groups appeals to 
their users. I show that individuals’ personal experiences with content mod-
eration can make them susceptible to propaganda, especially when propa-
ganda content effectively targets their grievances from moderation. Drawing 
on novel cross-platform data on social media users’ reactions to deplatform-
ing, I show that militant groups leverage frustration from moderation to attract 
support for their cause. In particular, I focus on the case of the Oath Keepers’ 
mobilization on less-moderated platforms in the wake of the 2020 US elections 
to demonstrate how frustration from “Big Tech censorship” attracted users to 
the group’s online campaign to “Stop the Steal” and “Defeat the Coup”—a 
campaign that flourished on less-moderated social media sites in the leadup 
to the attack on the US Capitol on January 6, 2021.

Although dangerous organizations commonly use less-moderated plat-
forms as targets for migration and mobilization, these actors also often seek 
ways to reach audiences on larger, more moderated sites. In chapter 6, I explain 
how militant groups overcome moderation even on highly regulated platforms 
by changing how they communicate. First, I show that these actors often sac-
rifice the “authenticity” of their message by toning down violating content in 
order to gain greater impact. I demonstrate this adaptation process with data 
on the Taliban’s networks on Twitter, which shows how the group strategically 
shifted its messaging to adapt to the platform’s rules banning the glorification 
of violence. I further show that adaptation to moderation takes place across 
platforms by presenting a study of the QAnon movement’s messaging shifts 
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on Twitter and Gab in response to changes in moderation rules. A second 
adaptation strategy involves “smuggling in” prohibited messages under the 
guise of content that appears innocuous. I argue that regulatory pressures to 
make platforms’ content moderation policies transparent and accessible have 
the unintended consequence of allowing groups to more easily find ways to 
evade moderation. Drawing on examples from the Islamic State’s evasion of 
moderation on Facebook, I describe how understanding moderation practices 
allows groups to build resilience, even on large regulated platforms.

In chapter 7, I discuss the role of interplatform cooperation in preventing 
dangerous organizations’ exploitation of social media. Returning to the theo-
retical framework, I ask the following question: If divergence between plat-
forms’ content moderation policies increases extremist actors’ resilience to 
moderation, does convergence weaken their ability to do so? I argue that align-
ment in moderation across platforms can limit migration and mobilization on 
smaller platforms and—to some extent—mitigate evasion on larger platforms 
as well. I examine trends in moderation alignment by drawing on original data 
that track changes in the content moderation rules of sixty social media plat-
forms. I show that convergence in moderation across platforms is associated 
with lower levels of exploitation by extremist groups; in particular, conver-
gence motivates a shift away from migration and mobilization on smaller plat-
forms toward greater messaging adaptation on larger sites. The chapter further 
discusses the trade-offs of centralized moderation—in particular, its negative 
impact on nonharmful speech, its threats of over-censorship, and its ability to 
facilitate the creation of “content cartels.”55 As such, the chapter returns to a 
theme discussed in the beginning of the book: the role of moderation and 
censorship in democratic societies.

Chapter 8 concludes the book with a discussion of the broader implications 
for social media regulation in a multi-platform environment. Departing from 
the book’s focus on extremist organizations, I consider the relevance of the 
patterns presented in the book to other settings, such as mis- or disinformation 
campaigns and state-sponsored influence operations. I outline directions for 
future research on the effects of platform moderation and discuss the potential 
for online regulation to transform our understanding of media and political 
behavior in the digital age.
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