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Chapter 1

The Pigeonhole Principle

How do we know that a computer program produces the right results? How
do we know that a program will run to completion? If we know it will
stop eventually, can we predict whether that will happen in a second, in
an hour, or in a day? Intuition, testing, and “it has worked OK every time
we tried it” should not be accepted as proof of a claim. Proving something
requires formal reasoning, starting with things known to be true and con-
necting them together by incontestable logical inferences. This is a book
about themathematics that is used to reason about the behavior of computer
programs.

The mathematics of computer science is not some special field. Com-
puter scientists use almost every branch of mathematics, including some
that were never thought to be useful until developments in computer science
created applications for them. So this book includes sections on mathemat-
ical logic, graph theory, counting, number theory, and discrete probability
theory, among other things. From the standpoint of a traditional mathemat-
ics curriculum, this list includes apples and oranges. One common feature
of these topics is that all prove useful in computer science. Moreover, they
are all discrete mathematics, which is to say that they involve quantities that
change in steps, not continuously, or are expressed in symbols and structures
rather than numbers. Of course, calculus is also important in computer sci-
ence, because it assists in reasoning about continuous quantities. But in this
book we will rarely use integrals and derivatives.

.

One of the most important skills of mathematical thinking is the art of
generalization. For example, the proposition

There is no triangle with sides of lengths 1, 2, and 6

is true, but very specific (see Figure 1.1). The sides of lengths 1 and 2 would
have to join the side of length 6 at its two ends, but the two short sides
together aren’t long enough to meet up at the third corner.

1

6

2
?

Figure 1.1. Can there be a triangle
with sides of lengths 1, 2 and 6?

© Copyright, Princeton University Press. No part of this book may be 
distributed, posted, or reproduced in any form by digital or mechanical 
means without prior written permission of the publisher. 

For general queries, contact webmaster@press.princeton.edu



2 essential discrete mathematics for computer science

A more general statement might be (Figure 1.2)

There is no triangle with sides of lengths a, b, and c if a, b, c are
any numbers such that a+ b≤ c.a

c

b

?

Figure 1.2. There is no triangle with
sides of lengths a, b and c if a+ b≤ c.

The second form is more general because we can infer the first from the
second by letting a= 1, b= 2, and c= 6. It also covers a case that the pic-
ture doesn’t show—when a+ b= c, so the three “corners” fall on a straight
line. Finally, the general rule has the advantage of not just stating what
is impossible, but explaining it. There is no 1− 2− 6 triangle because
1+ 2≤ 6.

So we state propositions in general form for two reasons. First, a propo-
sition becomes more useful if it is more general; it can be applied with
confidence in a greater variety of circumstances. Second, a general propo-
sition makes it easier to grasp what is really going on, because it leaves out
irrelevant, distracting detail.

.

As another example, let’s consider a simple scenario.

Annie, Batul, Charlie, Deja, Evelyn, Fawwaz, Gregoire, and
Hoon talk to each other and discover that Deja and Gregoire
were both born on Tuesdays. (1.1)

Well, so what? Put two people together and they may or may not have
been born on the same day of the week. Yet there is something going on
here that can be generalized. As long as there are at least eight people, some
two of themmust have been born on the same day of the week, since a week
has only seven days. Some statement like (1.1) must be true, perhaps with
a different pair of names and a different day of the week. So here is a more
general proposition.

In any group of eight people, some two of them were born on the
same day of the week.

But even that isn’t really general. The duplication has nothing to do with
properties of people or days of the week, except howmany there are of each.
For the same reason, if we put eight cups on seven saucers, some saucer
would have two cups on it. In fact there is nothing magic about “eight” and
“seven,” except that the one is larger than the other. If a hotel has 1000 rooms
and 1001 guests, some room must contain at least two guests. How can we
state a general principle that covers all these cases, without mentioning the
irrelevant specifics of any of them?

First, we need a new concept. A set is a collection of things, or elements.
The elements that belong to the set are called its members. The members of
a set must be distinct, which is another way of saying they are all different
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1 • the pigeonhole principle 3

from each other. So the people mentioned in (1.1) form a set, and the days
of the week form another set. Sometimes we write out the members of a set
explicitly, as a list within curly braces {}:

P={Annie, Batul, Charlie, Deja, Evelyn, Fawwaz, Gregoire, Hoon}
D={Sunday,Monday, Tuesday,Wednesday, Thursday, Friday,

Saturday}.

When we write out the elements of a set, their order does notmatter—in any
order it is still the same set. We write x∈X to indicate that the element x is
a member of the set X. For example, Charlie∈ P and Thursday∈D.

We need some basic terminology about numbers in order to talk about
sets. An integer is one of the numbers 0, 1, 2, . . . , or −1, −2, . . . . The real
numbers are all the numbers on the number line, including all the integers
and also all the numbers in between integers, such as 1

2 ,−
√
2, andπ . A num-

ber is positive if it is greater than 0, negative if it is less than 0, and nonnegative
if it is greater than or equal to 0.

For the time being, we will be discussing finite sets. A finite set is a set that
can (at least in principle) be listed in full. A finite set has a size or cardinality,
which is a nonnegative integer. The cardinality of a set X is denoted |X|.
For example, in the example of people and the days of the week on which
they were born, |P| = 8 and |D| = 7, since eight people are listed and there
are seven days in a week. A set that is not finite—the set of integers, for
example—is said to be infinite. Infinite sets have sizes too—an interesting
subject to which wewill return in our discussion of infinite sets in Chapter 7.

Now, a function from one set to another is a rule that associates each
member of the first set with exactly one member of the second set. If f is
a function from X to Y and x∈X, then f (x) is the member of Y that the
function f associates with x. We refer to x as the argument of f and f (x)
as the value of f on that argument. We write f :X→Y to indicate that f is
a function from set X to set Y . For example, we could write b : P→D to
denote the function that associates each of the eight friends with the day of
the week on which he or she was born; if Charlie was born on a Thursday,
then b(Charlie)=Thursday.

A function f :X→Y is sometimes called a mapping from X to Y , and f
is said tomap an element x∈X to the element f (x)∈Y . (In the same way, a
real map associates a point on the surface of the earth with a point on a sheet
of paper.)

Finally, we have a way to state the general principle that underlies the
example of (1.1):

If f :X→Y and |X|> |Y|, then there are elements
x1, x2 ∈X such that x1 �= x2 and f (x1)= f (x2). (1.2)

The statement (1.2) is known as the Pigeonhole Principle, as it captures in
mathematical form this commonsense idea: if there are more pigeons than
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4 essential discrete mathematics for computer science

pigeonholes and every pigeon goes into a pigeonhole, then some pigeonhole
must havemore than one pigeon in it. The pigeons are themembers ofX and
the pigeonholes are the members of Y (Figure 1.3).

X Y

?

Figure 1.3. The Pigeonhole
Principle. If |X|> |Y| and f is any
function from X to Y , then the
values of f must be the same for
some two distinct members of X.

We will provide a formal proof of the Pigeonhole Principle on page 34,
once we have developed some of the basic machinery for doing proofs. For
now, let’s scrutinize the statement of the Pigeonhole Principle with an eye
toward understanding mathematical language. Here are some questions we
might ask:

1. What are X and Y?
They are finite sets. To be absolutely clear, we might have begun the
statement with the phrase, “For any finite sets X and Y ,” but the
assertion that f is a function from X to Y makes sense only if X and Y
are sets, and it is understood from context that the sets under
discussion are finite—and we therefore know how to compare their
sizes.

2. Why did we choose “x1” and “x2” for the names of elements of X?
We could in principle have chosen any variables, “x” and “y” for
example. But using variations on “X” to name elements of the set X
suggests that x1 and x2 are members of the set X rather than the set Y .
So using “x1” and “x2” just makes our statement easier to read.

3. Was the phrase “such that x1 �= x2” really necessary? The sentence is
simpler without it, and seems to say the same thing.
Yes, the “x1 �= x2” is necessary, and no, the sentence doesn’t say the
same thing without it! If we didn’t say “x1 �= x2,” then “x1” and “x2”
could have been two names for the same element. If we did not
stipulate that x1 and x2 had to be different, the proposition would not
have been false—only trivial! Obviously if x1= x2, then f (x1)= f (x2).
That is like saying that the mass of Earth is equal to the mass of the
third planet from the sun. Another way to state the Pigeonhole
Principle would be to say, “there are distinct elements x1, x2 ∈X such
that f (x1)= f (x2).”

One more thing is worth emphasizing here. A statement like “there are
distinct elements x1, x2 ∈X with property blah” does not mean that there
are exactly two elements with that property. It just means that at least two
such elements exist for sure—maybe more, but definitely not less.

.

Mathematicians always search for themost general form of any principle,
because it can then be used to explain more things. For example, it is equally
obvious that we can’t put 15 pigeons in 7 pigeonholes without putting at least
3 pigeons in some pigeonhole—but there is no way to derive that from the
Pigeonhole Principle as we stated it. Here is a more general version:
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1 • the pigeonhole principle 5

Theorem 1.3. Extended Pigeonhole Principle. For any finite sets X and Y
and any positive integer k such that |X|> k · |Y|, if f :X→Y, then there are at
least k+ 1 distinct members x1, . . . , xk+1 ∈X such that f (x1)= . . .= f (xk+1).

The Pigeonhole Principle is the k= 1 case of the Extended Pigeonhole
Principle.

We have used sequence notation here for the first time, using the same
variable with numerical subscripts in a range. In this case the xi, where
1≤ i≤ k+ 1, form a sequence of length k+ 1. This notation is very conve-
nient since it makes it possible to use an algebraic expression such as k+ 1
in a subscript. Similarly, we could refer to the 2ith member of a sequence
y1, y2, . . . as y2i.

Theminimum value of the parameter k in the Extended Pigeonhole Prin-
ciple, as applied to particular sets X and Y , can be derived once the sizes of
X and Y are known. It is helpful to introduce some notation to make this
calculation precise.

An integer p divides another integer q, symbolically written as p | q, if the
quotient q

p is an integer—that is, dividing q by p leaves no remainder. We
write p � q if pdoes not divide q—for example, 3 � 7. If x is any real number, we
write �x� for the greatest integer less than or equal to x (called the floor of x).
For example, � 173 �= 5, and � 62�= 3. We will also need the ceiling notation:
	x
 is the smallest integer greater than or equal to x, so for example 	3.7
= 4.

With the aid of these notations, we can restate the Extended Pigeonhole
Principle in a way that determines the minimum size of the most heavily
occupied pigeonhole for given numbers of pigeons and pigeonholes:

Theorem 1.4. Extended Pigeonhole Principle, Alternate Version. Let X and
Y be any finite sets and let f :X→Y. Then there is some y∈Y such that f (x)=
y for at least

⌈ |X|
|Y|
⌉

values of x.

Proof. Letm= |X| andn= |Y|. Ifn |m, then this is the ExtendedPigeonhole
Principle with k= m

n − 1= ⌈mn ⌉− 1. If n �m, then again this is the Extended
Pigeonhole Principle with k=	mn 
− 1, since that is the largest integer less
than |X||Y| . ■

.

Once stated in their general form, these versions of the Pigeonhole Prin-
ciple seem to be fancy ways of saying something obvious. In spite of that,
we can use them to explain a variety of different phenomena—once we
figure out what are the “pigeons” and the “pigeonholes.” Let’s close with an
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6 essential discrete mathematics for computer science

application to number theory—the study of the properties of the integers. A
few basics first.

If p | q, then p is said to be a factor or divisor of q.
A prime number is an integer greater than 1 that is divisible only by itself

and 1. For example, 7 is prime, because it is divisible only by 7 and 1, but 6
is not prime, because 6= 2 · 3. Note that 1 itself is not prime.

Theorem 1.5. The Fundamental Theorem of Arithmetic. There is one and
only one way to express an integer greater than 1 as a product of distinct prime
numbers in increasing order and with positive integer exponents.

We’ll prove this theorem in Chapter 4, but make some use of it right now.
The prime decomposition of a number n is that unique product

n= pe11 · . . . · pekk , (1.6)

where the pi are primes in increasing order and the ei are positive integers.
For example, 180= 22 · 32 · 51, and there is no other product pe11 · . . . · pekk
equal to 180, where p1< p2< . . .< pk, all the pi are prime, and the ei are
integer exponents.

The prime decomposition of the product of two integers m and n com-
bines the prime decompositions of m and of n—every prime factor ofm · n
is a prime factor of one or the other.

Theorem 1.7. If m, n, and p are integers greater than 1, p is prime, and p |
m · n, then either p |m or p | n.

Proof. By the Fundamental Theorem of Arithmetic (Theorem 1.5), there is
one and only one way to write

m · n= pe11 · . . . · pekk ,

where the pi are prime. But then p must be one of the pi, and each pi must
appear in the unique prime decomposition of eitherm or n. ■

The exponent of a prime p in the prime decomposition of m · n is the
sum of its exponents in the prime decompositions of m and n (counting
the exponent as 0 if p does not appear in the decomposition). For example,
consider the product 18 · 10= 180. We have

18= 21 · 32 (exponents of 2, 3, 5 are 1, 2, 0)
10= 21 · 51 (exponents of 2, 3, 5 are 1, 0, 1)
180= 22 · 32 · 51
= 21+1 · 32+0 · 50+1.
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1 • the pigeonhole principle 7

Wehave color-coded the exponents to show how the exponents of 2, 3, and 5
in the product 180 are the sums of the exponents of those primes in the
decompositions of the two factors 18 and 10.

Another important fact about prime numbers is that there are infinitely
many of them.

Theorem 1.8. There are arbitrarily large prime numbers.

“Arbitrarily large” means that for every n> 0, there is a prime number
greater than n.

Proof. Pick some value of k for which we know there are at least k primes,
and let p1, . . . , pk be the first k primes in increasing order. (Since p1= 2,
p2= 3, p3= 5, we could certainly take k= 3.)We’ll show how to find a prime
number greater than pk. Since this process could be repeated indefinitely,
there must be infinitely many primes.

Consider the number N that is one more than the product of the first k
primes:

N= (p1 · p2 · . . . · pk)+ 1. (1.9)

Dividing N by any of p1, . . . , pk would leave a remainder of 1. So N has no
prime divisors less than or equal to pk. Therefore, either N is not prime but
has a prime factor greater than pk, or else N is prime itself. ■

In the k= 3 case, for example, N= 2 · 3 · 5+ 1= 31. Here N itself is
prime; Problem 1.11 asks you to find an example of the case in which N
is not prime.

A common divisor of two numbers is a number that divides both of them.
For example, 21 and 36 have the common divisors 1 and 3, but 16 and 21
have no common divisor greater than 1.

With this by way of background, let’s work a number theory example that
uses the Pigeonhole Principle.

Example 1.10. Choose m distinct numbers between 2 and 40 inclusive, where
m≥ 13. Then at least two of the numbers have some common divisor greater
than 1.

“Between a and b inclusive”means including all numbers that are≥ a and
also ≤ b—so including both 2 and 40 in this case.

Solution to example. Observe first that there are 12 prime numbers less than
or equal to 40: 2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37, no two of which share
a factor greater than 1. Let’s define P to be this set of 12 prime numbers.
(We needed to specify that m≥ 13, because the claim would be false with
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8 essential discrete mathematics for computer science

m= 12 instead: the set P would be a counterexample.) Now consider a set
X of m numbers in the range from 2 to 40 inclusive. We can think of the
members of X as pigeons and the members of P as pigeonholes. To place
pigeons in pigeonholes, use the function f :X→ P, where f (x) is the smallest
prime that divides x. For example, f (16)= 2, f (17)= 17, and f (21)= 3. By
the Pigeonhole Principle, since m> 12, the values of f must be equal for
two distinct members of X, and therefore at least two members of X have a
common prime divisor. ■

Chapter Summary

■ Mathematical thinking focuses on general principles, abstracted from the
details of specific examples.

■ A set is an unordered collection of distinct things, or elements. The
elements of a set are itsmembers.

■ A set is finite if its members can be listed in full one by one. The number of
members of a finite set X is called its cardinality or size and is denoted |X|.
A set’s size is always a nonnegative integer.

■ A function ormapping between two sets is a rule associating each member
of the first set with a unique member of the second.

■ The Pigeonhole Principle states that if X is a set of pigeons and Y a set of
pigeonholes, and |X|> |Y|, then any function mapping pigeons to
pigeonholes assigns more than one pigeon to some pigeonhole.

■ The Extended Pigeonhole Principle states that if X is a set of pigeons and Y a
set of pigeonholes, and |X|> k|Y|, then any function mapping pigeons to
pigeonholes assigns more than k pigeons to some pigeonhole.

■ A sequence of terms can be denoted by a repeated variable with different
numerical subscripts, such as x1, . . . , xn. The subscript of a term may be an
algebraic expression.

■ The Fundamental Theorem of Arithmetic states that every positive integer
has exactly one prime decomposition.

Problems

1.1. What are each of the following?
(a) |{0, 1, 2, 3, 4, 5, 6}|.
(b)

⌈ 111
5
⌉
.

(c)
⌊ 5
111
⌋
.

(d) The set of divisors of 100.
(e) The set of prime divisors of 100.
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1 • the pigeonhole principle 9

1.2. Let f (n) be the largest prime divisor of n. Can it happen that x< y but
f (x)> f (y)? Give an example or explain why it is impossible.

1.3. Under what circumstances is �x�= 	x
− 1?

1.4. Imagine a 9× 9 square array of pigeonholes, with one pigeon in each
pigeonhole. (So 81 pigeons in 81 pigeonholes—see Figure 1.4.) Suppose that all
at once, all the pigeons move up, down, left, or right by one hole. (The pigeons
on the edges are not allowed to move out of the array.) Show that some pigeon-
hole winds up with two pigeons in it. Hint: The number 9 is a distraction. Try
some smaller numbers to see what is going on.

Figure 1.4. Each pigeonhole in a
9× 9 array has one pigeon. All
simultaneously move to another
pigeonhole that is immediately
above, below, to the left, or to the
right of its current hole. Must some
pigeonhole wind up with two
pigeons?

1.5. Show that in any group of people, two of them have the same number of
friends in the group. (Some important assumptions here: no one is a friend of
him- or herself, and friendship is symmetrical—if A is a friend of B, then B is a
friend of A.)

1.6. Given any five points on a sphere, show that four of themmust lie within a
closed hemisphere, where “closed”means that the hemisphere includes the circle
that divides it from the other half of the sphere.Hint: Given any two points on a
sphere, one can always draw a “great circle” between them, which has the same
circumference as the equator of the sphere.

1.7. Show that in any group of 25 people, some three of them must have
birthdays in the same month.

1.8. A collection of coins contains six different denominations: pennies, nick-
els, dimes, quarters, half-dollars, and dollars. How many coins must the
collection contain to guarantee that at least 100 of the coins are of the same
denomination?

1.9. Twenty-five people go to daily yoga classes at the same gym, which offers
eight classes every day. Each attendee wears either a blue, red, or green shirt to
class. Show that on a given day, there is at least one class in which two people
are wearing the same color shirt.

1.10. Show that if four distinct integers are chosen between 1 and 60 inclusive,
some two of them must differ by at most 19.

1.11. Find a k such that the product of the first k primes, plus 1, is not prime,
but has a prime factor larger than any of the first k primes. (There is no trick for
solving this. You just have to try various possibilities!)

1.12. Show that in any set of 9 positive integers, some two of them share all of
their prime factors that are less than or equal to 5.

1.13. A hash function from strings to numbers derives a numerical hash value
h(s) from a text string s; for example, by adding up the numerical codes for the
characters in s, dividing by a prime number p, and keeping just the remainder.
The point of a hash function is to yield a reproducible result (calculating h(s)
twice for the same string s yields the same numerical value) and tomake it likely
that the hash values for different strings will be spread out evenly across the
possible hash values (from 0 to p− 1). If the hash function has identical hash
values for two different strings, then these two strings are said to collide on that
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10 essential discrete mathematics for computer science

hash value. We count the number of collisions on a hash value as 1 less than the
number of strings that have that hash value, so if 2 strings have the same hash
value there is 1 collision on that hash value. If there arem strings and p possible
hash values, what is the minimum number of collisions that must occur on the
hash value with the most collisions? The maximum number of collisions that
might occur on some hash value?
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arbitrarily, 7
arc, 133, 138, 161
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associative laws, 95
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atomic proposition, 90, 97
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average runtime, 340, 355
average-case, 212
axioms of finite probability, 298, 307

Babai, Lásló, 227
balanced, 84
balanced string of parentheses, 293
base, 213
base case, 33, 36, 80, 81, 86, 87
baseball, 343
batting average, 343
Bayes’ theorem, 323, 330
Bayes, Thomas, 323
Bayesian updating, 325, 331
Bellaso, Giovan Battista, 378
Bernoulli trial, 336, 354
Bernoulli variable, 335, 354
biconnected, 174
big-� (big-theta), 220
big-	 (big-omega), 219
big-O, 217
bijection, 63, 66
binary, 59, 122
binary notation, 112, 115
binary numeral, 195
binary reflected Gray code, 288
binary relation, 66
binary search, 224, 340
binary string, 32
binomial coefficient, 273, 275
binomial distribution, 308
bipartite, 180, 183
bit, 32, 80, 112
bit string, 32
black box, 114
block, 144, 147
Bloom filter, 309
Boole, George, 96
Boolean function, 96
Boolean logic, 96
bound, 121, 123, 130
bridge, 173, 177
bubble, 112
Bulgarian solitaire, 158

Caesar cipher, 371
Cantor, Georg, 74
cardinal rule of modular arithmetic, 361
cardinality, 3, 8, 51, 55, 132
Cartesian product, 54, 56
case analysis, 20, 22
Catalan number, 293, 295
Catalan, Eugène Charles, 293

CDF (cumulative distribution function), 337
ceiling, 5
change of variables, 128
characteristic function, 72, 76
Chomsky, Noam, 90
choose, 244, 273
chromatic number, 180, 183
ciphertext, 371, 377
circuit, 111, 115, 134, 138, 162, 170
clause, 102, 107
clique, 180
closed, 123
closed form, 264, 274
Cn (Catalan number), 293
CNF (conjunctive normal form), 101
Cocks, Clifford, 376
code, 287
codeword, 287
codomain, 61, 66
collide, 9
collision, 10, 352
coloring, 180, 183
combination, 244, 245, 256
combination with replacement, 249, 257
common divisor, 7
commutative, 52
commutative laws, 96
compiler, 181, 191
complement, 32, 52, 55, 298, 307
complete, 99, 107
complete graph, 166, 170
component, 54
composition, 65, 66
compound proposition, 90
computation, 192, 197
computer, 211
concatenation, 33, 191
conclusion, 91
conditional probability, 311, 319
conditionally independent, 326, 328, 331
conditionally mutually independent, 328, 331
configuration, 191, 197
conflict graph, 182
congruence class, 360, 367
conjunct, 102
conjunction, 102, 107
conjunctive normal form, 101, 107
connected, 162, 170
connected component, 162, 170
connected, strongly, 135
connected, weakly, 163, 170
consecutive, 13
constant, 120, 212
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constructive, 14, 22
constructive mathematics, 15, 91
constructor case, 33, 80, 86
contrapositive, 18, 22
convergent series, 264, 274
converse, 18, 22
corollary, 17
countable, 71, 76
countably infinite, 70, 76
counting, 233
counting argument, 245, 256
cross product, 54, 56
cryptography, 371, 377
cubic, 212
cumulative distribution function, 337, 355
cycle, 134, 138, 162, 170
cyclically equivalent, 237, 240

DAG (directed acyclic graph), 135, 138
data type, 50, 80
De Morgan’s laws, 103, 108
definite, 208
degree, 163, 170, 212, 229
delay, 115
dependent, 303, 307
derangement, 241
deterministic, 188, 197
deterministic finite automaton, 189
DFA (deterministic finite automaton), 189
dG (distance in digraph), 134
diagonalization, 72, 76
diameter, 166
difference, 52, 55
Diffie, Whitfield, 371
digraph, 133, 138
Diophantine equation, 368
direct proof, 16, 22
directed acyclic graph, 135, 138
directed graph, 133
disconnected, 162
discrete, 151, 156, 335
discrete logarithm, 366
discrete mathematics, 1
disjunct, 102
disjunction, 102, 107
disjunctive normal form, 101, 107, 209
distance, 134, 138, 166
distinct, 2, 8, 49, 55
distributive laws, 53, 96
divergent series, 264, 274
divide and conquer, 283, 294
divides, 5
divisor, 6

DNF (disjunctive normal form), 101
domain, 61, 66
double negation, 93
dual, 184
dummy argument, 216
dynamic programming, 259

E(X) (expectation), 337, 354
edge, 133, 161
edge connectivity, 173, 177
edge-connector, 174
edge-cut, 174, 177
edge-disjoint, 174
element, 2, 8, 55
ellipsis, 25
empty clause, 109
empty set, 49, 55
endpoint, 161
equivalence class, 147
equivalence relation, 144, 147
equivalent, 16, 22, 93, 126, 131, 192, 197
error-correcting code, 309
ETAION SHRDLU, 378
Euclid, 154
Euclid’s algorithm, 154, 295, 364
Euler, 163
Euler’s theorem, 163, 170
Eulerian circuit, 163, 170
Eulerian walk, 171
event, 297, 307
evidence, 325, 331
exact, 216
excluded middle, law of, 91
exclusive, 89
exclusive or, 91
exhaustion clause, 81
expectation, 337, 355
expected value, 337, 355
experiment, 297, 307
exponential, 213, 229
exponential function, 225
exponential growth, 261
exponential series, 266, 274
Extended Pigeonhole Principle, 5, 8
extension, 59

F (false), 92
factor, 6, 31, 36
factorial, 216, 236
failure, 335, 354
Fermat’s Little Theorem, 368
Fibonacci number, 289, 295
field, 364
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final state, 188, 197
finite, 3, 8, 51, 55, 74
finite automaton, 187, 196
finite state machine, 187, 196
first-order logic, 119
floor, 5
Floyd, Robert, 154
Ford-Fulkerson Algorithm, 176
forest, 166, 170
formal power series, 266, 274
formula, 122, 130
FORTRAN, 85
Four-Color Theorem, 181
fractional power, 212
free, 121
free variable, 121, 122
frequency analysis, 377
from, 3, 60, 66
full adder, 114, 115
function, 3, 8, 60, 66
Fundamental Theorem of Arithmetic, 6, 8

gambler’s fallacy, 302
gate, 111, 115
GCD (greatest common divisor), 154, 286
generalization, 1
generalized finite automaton, 205, 207
generalized product rule, 234
generating function, 266, 274, 289
geometric random variable, 336, 354
geometric sequence, 336
geometric series, 263, 274
Goldbach’s conjecture, 23
golden ratio, 291
Goldstine, Herbert, 154
Gorn, Saul, 154
Gould, Stephen Jay, 343
grade-school algorithm, 283
graph, 21, 161, 170
graph, directed, 133
Gray code, 288, 295
Gray, Frank, 288
greatest common divisor, 154, 286

Haken, Wolfgang, 181
half adder, 114, 115
Hall, Monty, 315
halting problem, 76
Hamiltonian circuit, 295
harmonic number, 272
harmonic series, 272, 275
hash function, 9, 309, 352
hash table, 352

Hellman, Martin E., 371
hexadecimal notation, 116
high-order, 113, 115
Hilbert, David, 69
hiring problem, 351
Hoare, C.A.R., 154
hypothesis, 325, 331

if, 16
if and only if, 16
iff, 16
image, 61, 62, 66
implication, 17, 91
implies, 91
in-degree, 135, 138
incident, 161, 170
Inclusion-Exclusion Principle, 299, 307
inclusive, 7, 89
inclusive or, 91
independent, 302, 307, 349, 355
independent events, 317
indeterminate form, 215, 229
indicator variable, 335, 354
induction, 79
induction hypothesis, 28, 36
induction step, 28, 36
induction variable, 34
inductive definition, 33, 36, 86
infinite, 3, 51, 55, 70
infix, 65
injective, 62, 66
insertion sort, 223
integer, 3, 8, 49
interpretation, 125, 126, 130
intersection, 52, 55
intersection graph, 171
invariant, 154, 156
Invariant Principle, 154, 156
inverse, 18, 22, 60, 63, 66
invertible, 66
irrational, 19
irreflexive, 142, 147
isomorphic, 165, 170

Jarník, Vojtĕch, 171
join, 161

k-coloring, 183
k-connected, 174, 177
Karatsuba’s algorithm, 285, 295
Karatsuba, Anatoly, 285
key, 352, 371, 377
Kleene plus, 143
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Kleene star, 81, 191, 197
Kn (complete graph), 166
Kruskal’s algorithm, 171
Kruskal, Joseph, 168

L (language), 192, 202
l’Hôpital’s rule, 215, 224
label, 152
labeled arc, 152, 156
language, 191, 197
larger, 74, 76
law of the excluded middle, 91
law of total probability, 314, 320
Le Gall, François, 286
lemma, 17
length, 32, 81, 134, 138, 162, 170
Let’s Make a Deal, 315
lexicographic order, 74, 76
lg (log2), 87, 213
limit, 214, 229
limn→∞ (limit as n approaches infinity), 214
linear, 212, 222
linear order, 136, 138, 146
linearity of expectation, 345, 355
literal, 101, 107
little-ω (little-omega), 220
little-o, 220
little-omega, 220
ln (loge), 224
logarithmic, 223, 229
logic, 89, 111
losing position, 39
low-order, 113, 115
lower bound, 219

machine learning, 325
Maclaurin series, 276
map, 3, 181
mapping, 3, 8, 61, 66
maps, 61
Master Theorem, 281, 295
Max-Flow-Min-Cut Theorem, 176, 177
mean, 337
member, 2, 8, 49, 55
memoization, 259
memory, 302
Menger’s theorem, 174, 176, 177
merge sort, 279
metalanguage, 93, 97, 201
minimal, 146, 148
minimum, 147
minimum spanning tree, 168, 170
mod, 155, 359

model, 127, 131
monotone, 118
monotonic, 213, 229
monotonic path, 258, 296
Monty Hall paradox, 316
Morris, Robert, 356
Morse, Marston, 33
multichoose, 250, 257
multigraph, 171
multiplicative inverse, 362
multiplicity, 238, 240
multiset, 49, 238, 240
mutually independent, 305, 308
mutually reachable, 145, 147

N (natural numbers), 49, 55
naïve Bayes classifier, 329, 331
nand, 112
natural, 49, 55
nCk (combinations), 244
NDFA (nondeterministic finite automaton),
189

negation, 15, 18, 22, 90, 298
negative, 3
nines, throwing out, 158
node, 133
nonconstructive, 15, 22
nondeterministic finite automaton, 189, 197
nonnegative, 3, 8
nontrivial, 134, 138
nontrivially reachable, 134
normal form, 101
NP-complete, 107, 108
nPk (permutations of a subset), 243
number theory, 6
numeral, 113

o (little-o), 220
O (big-O), 217
object language, 93, 97, 201
odd, 12
Odd Integers Theorem, 12
one-time pad, 372, 377
one-way function, 374, 377
only if, 16
or-of-ands, 102, 107
order, 217, 229
ordered n-tuple, 54, 55
ordered pair, 54, 55
ordering without replacement, 248
out-degree, 135, 138
outcome, 297, 307
overlaps, 148
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P (power set), 50
p(n) (partitions), 267
pairwise independent, 305, 307
palindrome, 38
parentheses, 84, 293
parity, 188
partial, 62
partial fraction decomposition, 291
partial order, 146, 147
partition, 144, 147, 252, 257, 267, 314, 320
parts, 252, 257
path, 134, 138, 162, 170
Peirce’s arrow, 117
perfect square, 12
permutation, 237, 239, 240, 243, 256
Phillips, Andrew T., 289
Pigeonhole Principle, 3, 8, 63
plaintext, 371, 377
planar, 165, 181, 183
PMF (probability mass function), 336
polynomial, 212, 229
polynomial-time, 222
positive, 3
power set, 50, 55
Pr (probability), 298, 323
predecessor, 64
predicate, 12, 22, 119, 130
predicate calculus, 119
predicate logic, 119
predicate symbol, 119
prefix, 65
premise, 91, 124
prenex normal form, 129, 131
Prim’s algorithm, 171
Prim, Robert, 171
prime, 6, 363
prime decomposition, 6, 8
probability, 297, 307
probability function, 298, 307
probability mass function, 336, 355
product rule, 234
product rule, generalized, 234
proof, 11, 21
proof by contradiction, 19, 22
proof by induction, 36
proper, 50, 55
proper subset, 50
proper superset, 50
proposition, 18, 90, 97
propositional calculus, 18, 53, 92
propositional logic, 90
propositional substitution, 127
propositional variable, 90, 97

prosecutor’s fallacy, 313, 320
Prouhet, Eugène, 33
public key, 375
pumping, 196
Pythagoras, 154

Q (rational numbers), 49, 55
quadratic, 212, 223
quantificational equivalence rules, 127
quantificational logic, 12, 119
quantified, 123
quantifier, 12, 21
quantifier negation, 128
quasipolynomial, 228
quicksort, 341

R (real numbers), 49, 55
R (reversal), 208
Ramsey theory, 20
random variable, 335, 354
range, 62
rational, 19, 49, 55
reachable, 134, 138, 193
real, 3, 49, 55
record, 352
recurrence relation, 277, 294
recursive, 278
recursive definition, 33, 36
reflexive, 142, 147
reflexive closure, 142, 147
reflexive, transitive closure, 142, 147
register, 151
regular expression, 201, 202, 207
regular language, 201, 206, 207
relation, 59, 66, 126
repeated squaring, 362
replacement, 248, 256
resolution, 109
resolution theorem-proving, 109
resolvent, 109
reversal, 208
ripple-carry adder, 114, 115
Rivest, Ron, 376
rotation, 237, 240
RSA cryptosystem, 376
runtime, 212, 229

same, 304
sample space, 297, 307
SAT (satisfiability), 107
satisfiable, 92, 97, 127, 131
satisfy, 92, 97
scheduling, 179
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scope change, 128
selection without replacement, 249
self-loop, 133, 138
sequence, 5, 8
series, 261, 274
set, 2, 8, 49, 55
Shamir, Adi, 376
Sheffer stroke, 112
sidechannel, 377
simple uniform hashing assumption, 353
Simpson’s paradox, 316, 320
sink, 136, 138
size, 3, 8, 70, 74, 213, 238
smaller, 74, 76
source, 136, 138
space, 211
spanning tree, 168, 170
square, 12
square root, 19
stars and bars diagram, 249, 257
start state, 188, 196
state, 152, 156
state space, 152, 156
Stirling’s approximation, 216
Strassen’s algorithm, 286, 295
Strassen, Volker, 285
strict linear order, 137, 138, 146
strict partial order, 146, 147
string of bits, 32
strong component, 145
Strong Principle of Mathematical Induction, 42
strongly connected, 135, 138, 145
strongly connected component, 145, 147
structural induction, 79
subformula, 123
subgraph, 135, 168, 170
subgraph induced, 135
subsequence, 88
subset, 49, 55
subset construction, 190, 197
substitution cipher, 372, 377
success, 335, 354
successor, 63
sum rule, 234
superset, 50, 55
surjective, 63, 66, 123
Sylvester, J. J., 161
symbol, 81, 86
symmetric, 143, 147
symmetry, 21, 22

T (true), 92
tabulation, 259

tautology, 92, 97, 106
Taylor series, 264
term, 25, 35
ternary, 122
theorem, 127
throwing out nines, 158
Thue sequence, 33, 36, 79, 80, 118
Thue-Morse sequence, 33
Thue-Morse-Prouhet sequence, 33
tic-tac-toe, 158
to, 3, 60, 61, 66
total, 62
total probability, 314
tournament graph, 136
Towers of Hanoi, 295
Tractatus Logico-Philosophicus, 91
transfinite cardinal, 74
transition, 156, 188, 197
transition function, 189, 197
transitive, 141, 147
transitive closure, 141, 147
Traveling Salesman Problem, 107
Traveling Salesperson Problem, 107
tree, 166, 170
trial, 297, 307
triangle inequality, 139
trivial, 134, 138, 162
truth assignment, 92, 97
truth function, 96, 118
truth table, 92, 97
TSP (traveling salesperson problem), 107
Turing, Alan Mathison, 76
two’s complement, 116
type, 50

unary, 122
uncomputable function, 75
uncountable, 71, 76
underlying, 152, 156, 163, 170
undirected graph, 161, 170
union, 51, 55
universe, 52, 55, 120, 125, 130
unsatisfiable, 92, 97
upper bound, 217

vacuously, 125
valid, 127, 131
value, 3, 60, 66, 352
Var(X) (variance), 342, 354
variance, 341, 355
Venn diagram, 52
vertex, 133, 138, 161
vertex connectivity, 173, 177
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Vigenère cypher, 378
Vigenère, Blaise de, 378
von Neumann, John, 154

walk, 134, 138, 162, 170
weak, 371
weak component, 163
weakly connected component, 163, 170
weight, 87, 168, 170
Well-Ordering Principle, 45
wheel, 178
Wick, Michael R., 289

winning position, 39
without loss of generality, 20
Wittgenstein, Ludwig, 91
word lengths, 209
worst-case, 212, 229

yields, 192, 197
Young diagram, 254

Z (integers), 49, 55
Zeno, 263
Zm (congruence classes modulom), 360
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