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Chapter 1

Introduction

In God we trust; all others must bring data.
— William Edwards Deming

Quantitative social science is an interdisciplinary field encompassing a large number
of disciplines, including economics, education, political science, public policy, psy-
chology, and sociology. In quantitative social science research, scholars analyze data
to understand and solve problems about society and human behavior. For example,
researchers examine racial discrimination in the labor market, evaluate the impact
of new curricula on students’ educational achievements, predict election outcomes,
and analyze social media usage. Similar data-driven approaches have been taken
up in other neighboring fields such as health, law, journalism, linguistics, and even
literature. Because social scientists directly investigate a wide range of real-world issues,
the results of their research have enormous potential to directly influence individual
members of society, government policies, and business practices.

Over the last couple of decades, quantitative social science has flourished in a
variety of areas at an astonishing speed. The number of academic journal articles
that present empirical evidence from data analysis has soared. Outside academia,
many organizations—including corporations, political campaigns, news media, and
government agencies—increasingly rely on data analysis in their decision-making
processes. Two transformative technological changes have driven this rapid growth of
quantitative social science. First, the Internet has greatly facilitated the data revolution,
leading to a spike in the amount and diversity of available data. Information sharing
makes it possible for researchers and organizations to disseminate numerous data sets
in digital form. Second, the computational revolution, in terms of both software and
hardware, means that anyone can conduct data analysis using their personal computer
and favorite data analysis software.

As a direct consequence of these technological changes, the sheer volume of data
available to quantitative social scientists has rapidly grown. In the past, researchers
largely relied upon data published by governmental agencies (e.g., censuses, election
outcomes, and economic indicators) as well as a small number of data sets collected
by research groups (e.g., survey data from national election studies and hand-coded
data sets about war occurrence and democratic institutions). These data sets still
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2 Chapter 1: Introduction

play an important role in empirical analysis. However, the wide variety of new
data has significantly expanded the horizon of quantitative social science research.
Researchers are designing and conducting randomized experiments and surveys on
their own. Under pressure to increase transparency and accountability, government
agencies are making more data publicly available online. For example, in the United
States, anyone can download detailed data on campaign contributions and lobbying
activities to their personal computers. In Nordic countries like Sweden, a wide range
of registers, including income, tax, education, health, and workplace, are available for
academic research.

New data sets have emerged across diverse areas. Detailed data about consumer
transactions are available through electronic purchasing records. International trade
data are collected at the product level between many pairs of countries over sev-
eral decades. Militaries have also contributed to the data revolution. During the
Afghanistan war in the 2000s, the United States and international forces gathered
data on the geo-location, timing, and types of insurgent attacks and conducted data
analysis to guide counterinsurgency strategy. Similarly, governmental agencies and
nongovernmental organizations collected data on civilian casualties from the war.
Political campaigns use data analysis to devise votermobilization strategies by targeting
certain types of voters with carefully selected messages.

These data sets also come in varying forms. Quantitative social scientists are
analyzing digitized texts as data, including legislative bills, newspaper articles, and
the speeches of politicians. The availability of social media data through websites,
blogs, tweets, SMS messaging, and Facebook has enabled social scientists to explore
how people interact with one another in the online sphere. Geographical information
system (GIS) data sets are also widespread. They enable researchers to analyze the
legislative redistricting process or civil conflict with attention paid to spatial loca-
tion. Others have used satellite imagery data to measure the level of electrification
in rural areas of developing countries. While still rare, images, sounds, and even
videos can be analyzed using quantitative methods for answering social science
questions.

Together with the revolution of information technology, the availability of such
abundant and diverse data means that anyone, from academics to practitioners, from
business analysts to policy makers, and from students to faculty, can make data-driven
discoveries. In the past, only statisticians and other specialized professionals conducted
data analysis. Now, everyone can turn on their personal computer, download data
from the Internet, and analyze them using their favorite software. This has led to
increased demands for accountability to demonstrate policy effectiveness. In order to
secure funding and increase legitimacy, for example, nongovernmental organizations
and governmental agencies must now demonstrate the efficacy of their policies and
programs through rigorous evaluation.

This shift towards greater transparency and data-driven discovery requires that
students in the social sciences learn how to analyze data, interpret the results, and
effectively communicate their empirical findings. Traditionally, introductory statistics
courses have focused on teaching students basic statistical concepts by having them
conduct straightforward calculations with paper and pencil or, at best, a scientific
calculator. Although these concepts are still important and covered in this book, this
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traditional approach cannot meet the current demands of society. It is simply not
sufficient to achieve “statistical literacy” by learning about common statistical concepts
and methods. Instead, all students in the social sciences should acquire basic data
analysis skills so that they can exploit the ample opportunities to learn from data and
make contributions to society through data-driven discovery.

The belief that everyone should be able to analyze data is the main motivation for
writing this book. The book introduces the three elements of data analysis required
for quantitative social science research: research contexts, programming techniques,
and statistical methods. Any of these elements in isolation is insufficient. Without
research contexts, we cannot assess the credibility of assumptions required for data
analysis and will not be able to understand what the empirical findings imply. Without
programming techniques, we will not be able to analyze data and answer research ques-
tions. Without the guidance of statistical principles, we cannot distinguish systematic
patterns, known as signals, from idiosyncratic ones, known as noise, possibly leading
to invalid inference. (Here, inference refers to drawing conclusions about unknown
quantities based on observed data.) This book demonstrates the power of data analysis
by combining these three elements.

1.1 Overview of the Book

This book is written for anyone who wishes to learn data analysis and statistics for
the first time. The target audience includes researchers, undergraduate and graduate
students in social science and other fields, as well as practitioners and even ambitious
high-school students. The book has no prerequisite other than some elementary
algebra. In particular, readers do not have to possess knowledge of calculus or
probability. No programming experience is necessary, though it can certainly be
helpful. The book is also appropriate for those who have taken a traditional “paper-
and-pencil” introductory statistics course where little data analysis is taught. Through
this book, students will discover the excitement that data analysis brings. Those who
want to learn R programming might also find this book useful, although here the
emphasis is on how to use R to answer quantitative social science questions.

As mentioned above, the unique feature of this book is the presentation of pro-
gramming techniques and statistical concepts simultaneously through analysis of data
sets taken directly from published quantitative social science research. The goal is
to demonstrate how social scientists use data analysis to answer important questions
about societal problems and human behavior. At the same time, users of the book will
learn fundamental statistical concepts and basic programming skills. Most importantly,
readers will gain experience with data analysis by examining approximately forty
data sets.

The book consists of eight chapters. The current introductory chapter explains
how to best utilize the book and presents a brief introduction to R, a popular
open-source statistical programming environment. R is freely available for download
and runs on Macintosh, Windows, and Linux computers. Readers are strongly en-
couraged to use RStudio, another freely available software package that has numerous
features to make data analysis easier. This chapter ends with two exercises that are
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4 Chapter 1: Introduction

designed to help readers practice elementary R functionalities using data sets from
published social science research. All data sets used in this book are freely available for
download via links from http://press.princeton.edu/qss/. Links to other
useful materials, such as the review exercises for each chapter, can also be found on
the website. With the exception of chapter 5, the book focuses on the most basic
syntax of R and does not introduce the wide range of additional packages that are
available. However, upon completion of this book, readers will have acquired enough
R programming skills to be able to utilize these packages.

Chapter 2 introduces causality, which plays an essential role in social science
research whenever we wish to find out whether a particular policy or program changes
an outcome of interest. Causality is notoriously difficult to study because we must infer
counterfactual outcomes that are not observable. For example, in order to understand
the existence of racial discrimination in the labor market, we need to know whether an
African-American candidate who did not receive a job offer would have done so if they
were white. We will analyze the data from a well-known experimental study in which
researchers sent the résumés of fictitious job applicants to potential employers after
randomly choosing applicants’ names to sound either African-American or Caucasian.
Using this study as an application, the chapter will explain how the randomization
of treatment assignment enables researchers to identify the average causal effect of
the treatment.

Additionally, readers will learn about causal inference in observational studies where
researchers do not have control over treatment assignment. The main application is a
classic study whose goal was to figure out the impact of increasing the minimum wage
on employment. Many economists argue that a minimum-wage increase can reduce
employment because employers must pay higher wages to their workers and are there-
fore made to hire fewer workers. Unfortunately, the decision to increase the minimum
wage is not random, but instead is subject to many factors, like economic growth,
that are themselves associated with employment. Since these factors influence which
companies find themselves in the treatment group, a simple comparison between those
who received treatment and those who did not can lead to biased inference.

We introduce several strategies that attempt to reduce this type of selection bias
in observational studies. Despite the risk that we will inaccurately estimate treatment
effects in observational studies, the results of such studies are often easier to generalize
than those obtained from randomized controlled trials. Other examples in chapter 2
include a field experiment concerning social pressure in get-out-the-vote mobilization.
Exercises then include a randomized experiment that investigates the causal effect
of small class size in early education as well as a natural experiment about political
leader assassination and its effects. In terms of R programming, chapter 2 covers logical
statements and subsetting.

Chapter 3 introduces the fundamental concept of measurement. Accurate mea-
surement is important for any data-driven discovery because bias in measurement
can lead to incorrect conclusions and misguided decisions. We begin by considering
how to measure public opinion through sample surveys. We analyze the data from a
study in which researchers attempted to measure the degree of support among Afghan
citizens for international forces and the Taliban insurgency during the Afghanistan
war. The chapter explains the power of randomization in survey sampling. Specifically,
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random sampling of respondents from a population allows us to obtain a representative
sample. As a result, we can infer the opinion of an entire population by analyzing one
small representative group. We also discuss the potential biases of survey sampling.
Nonresponses can compromise the representativeness of a sample. Misreporting poses
a serious threat to inference, especially when respondents are asked sensitive questions,
such as whether they support the Taliban insurgency.

The second half of chapter 3 focuses on the measurement of latent or unobservable
concepts that play a key role in quantitative social science. Prominent examples of such
concepts include ability and ideology. In the chapter, we study political ideology. We
first describe a model frequently used to infer the ideological positions of legislators
from roll call votes, and examine how the US Congress has polarized over time. We
then introduce a basic clustering algorithm, k-means, that makes it possible for us to
find groups of similar observations. Applying this algorithm to the data, we find that in
recent years, the ideological division within Congress has been mainly characterized by
the party line. In contrast, we find some divisions within each party in earlier years. This
chapter also introduces various measures of the spread of data, including quantiles,
standard deviation, and the Gini coefficient. In terms of R programming, the chapter
introduces various ways to visualize univariate and bivariate data. The exercises include
the reanalysis of a controversial same-sex marriage experiment, which raises issues of
academic integrity while illustrating methods covered in the chapter.

Chapter 4 considers prediction. Predicting the occurrence of certain events is
an essential component of policy and decision-making processes. For example, the
forecasting of economic performance is critical for fiscal planning, and early warnings
of civil unrest allow foreign policy makers to act proactively. The main application of
this chapter is the prediction of US presidential elections using preelection polls. We
show that we can make a remarkably accurate prediction by combining multiple polls
in a straightforward manner. In addition, we analyze the data from a psychological
experiment in which subjects are shown the facial pictures of unknown political
candidates and asked to rate their competence. The analysis yields the surprising result
that a quick facial impression can predict election outcomes. Through this example,
we introduce linear regression models, which are useful tools to predict the values of
one variable based on another variable. We describe the relationship between linear
regression and correlation, and examine the phenomenon called “regression towards
the mean,” which is the origin of the term “regression.”

Chapter 4 also discusses when regression models can be used to estimate causal
effects rather than simply make predictions. Causal inference differs from standard
prediction in requiring the prediction of counterfactual, rather than observed, out-
comes using the treatment variable as the predictor. We analyze the data from a
randomized natural experiment in India where randomly selected villages reserved
some of the seats in their village councils for women. Exploiting this randomization, we
investigate whether or not having female politicians affects policy outcomes, especially
concerning the policy issues female voters care about. The chapter also introduces
the regression discontinuity design for making causal inference in observational
studies. We investigate how much of British politicians’ accumulated wealth is due
to holding political office. We answer this question by comparing those who barely
won an election with those who narrowly lost it. The chapter introduces powerful but
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challenging R programming concepts: loops and conditional statements. The exercises
at the end of the chapter include an analysis of whether betting markets can precisely
forecast election outcomes.

Chapter 5 is about the discovery of patterns from data of various types. When
analyzing “big data,” we need automated methods and visualization tools to iden-
tify consistent patterns in the data. First, we analyze texts as data. Our primary
application here is authorship prediction of The Federalist Papers, which formed
the basis of the US Constitution. Some of the papers have known authors while
others do not. We show that by analyzing the frequencies of certain words in the
papers with known authorship, we can predict whether Alexander Hamilton or
James Madison authored each of the papers with unknown authorship. Second, we
show how to analyze network data, focusing on explaining the relationships among
units. Within marriage networks in Renaissance Florence, we quantify the key role
played by the Medici family. As a more contemporary example, various measures of
centrality are introduced and applied to social media data generated by US senators
on Twitter.

Finally in chapter 5, we introduce geo-spatial data. We begin by discussing the
classic spatial data analysis conducted by John Snow to examine the cause of the
1854 cholera outbreak in London. We then demonstrate how to visualize spatial data
through the creation of maps, using US election data as an example. For spatial–
temporal data, we create a series of maps as an animation in order to visually
characterize changes in spatial patterns over time. Thus, the chapter applies various
data visualization techniques using several specialized R packages.

Chapter 6 shifts the focus from data analysis to probability, a unified mathematical
model of uncertainty. While earlier chapters examine how to estimate parameters and
make predictions, they do not discuss the level of uncertainty in empirical findings, a
topic that chapter 7 introduces. Probability is important because it lays a foundation
for statistical inference, the goal of which is to quantify inferential uncertainty. We
begin by discussing the question of how to interpret probability from two dominant
perspectives, frequentist and Bayesian. We then provide mathematical definitions of
probability and conditional probability, and introduce several fundamental rules of
probability. One such rule is called Bayes’ rule. We show how to use Bayes’ rule and
accurately predict individual ethnicity using surname and residence location when no
survey data are available.

This chapter also introduces the important concepts of random variables and
probability distributions.We use these tools to add ameasure of uncertainty to election
predictions that we produced in chapter 4 using preelection polls. Another exercise
adds uncertainty to the forecasts of election outcomes based on betting market data.
The chapter concludes by introducing two fundamental theorems of probability: the
law of large numbers and the central limit theorem. These two theorems are widely
applicable and help characterize how our estimates behave over repeated sampling
as sample size increases. The final set of exercises then addresses two problems: the
German cryptography machine from World War II (Enigma), and the detection of
election fraud in Russia.

Chapter 7 discusses how to quantify the uncertainty of our estimates and pre-
dictions. In earlier chapters, we introduced various data analysis methods to find
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patterns in data. Building on the groundwork laid in chapter 6, chapter 7 thoroughly
explains how certain we should be about such patterns. This chapter shows how
to distinguish signals from noise through the computation of standard errors and
confidence intervals as well as the use of hypothesis testing. In other words, the chapter
concerns statistical inference. Our examples come from earlier chapters, and we focus
on measuring the uncertainty of these previously computed estimates. They include
the analysis of preelection polls, randomized experiments concerning the effects of
class size in early education on students’ performance, and an observational study
assessing the effects of a minimum-wage increase on employment. When discussing
statistical hypothesis tests, we also draw attention to the dangers of multiple testing and
publication bias. Finally, we discuss how to quantify the level of uncertainty about the
estimates derived from a linear regression model. To do this, we revisit the randomized
natural experiment of female politicians in India and the regression discontinuity
design for estimating the amount of wealth British politicians are able to accumulate
by holding political office.

The final chapter concludes by briefly describing the next steps readers might take
upon completion of this book. The chapter also discusses the role of data analysis in
quantitative social science research.

1.2 How to Use this Book

In this section, we explain how to use this book, which is based on the following
principle:

One can learn data analysis only by doing, not by reading.

This book is not just for reading. The emphasis must be placed on gaining experience
in analyzing data. This is best accomplished by trying out the code in the book on one’s
own, playing with it, and working on various exercises that appear at the end of each
chapter. All code and data sets used in the book are freely available for download via
links from http://press.princeton.edu/qss/.

The book is cumulative. Later chapters assume that readers are already familiar with
most of the materials covered in earlier parts. Hence, in general, it is not advisable
to skip chapters. The exception is chapter 5, “Discovery,” the contents of which are
not used in subsequent chapters. Nevertheless, this chapter contains some of the
most interesting data analysis examples of the book and readers are encouraged to
study it.

The book can be used for course instruction in a variety of ways. In a traditional
introductory statistics course, one can assign the book, or parts of it, as supplementary
reading that provides data analysis exercises. The book is best utilized in a data analysis
course where an instructor spends less time on lecturing to students and instead works
interactively with students on data analysis exercises in the classroom. In such a course,
the relevant portion of the book is assigned prior to each class. In the classroom, the
instructor reviews new methodological and programming concepts and then applies
them to one of the exercises from the book or any other similar application of their
choice. Throughout this process, the instructor can discuss the exercises interactively
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8 Chapter 1: Introduction

with students, perhaps using the Socratic method, until the class collectively arrives
at a solution. After such a classroom discussion, it would be ideal to follow up with a
computer lab session, in which a small number of students, together with an instructor,
work on another exercise.

This teaching format is consistent with the “particular general particular” principle.1
This principle states that an instructor should first introduce a particular example to
illustrate a new concept, then provide a general treatment of it, and finally apply it to
another particular example. Reading assignments introduce a particular example and a
general discussion of new concepts to students. Classroom discussion then allows the
instructor to provide another general treatment of these concepts and then, together
with students, apply them to another example. This is an effective teaching strategy that
engages students with active learning and builds their ability to conduct data analysis
in social science research. Finally, the instructor can assign another application as a
problem set to assess whether students have mastered the materials. To facilitate this,
for each chapter instructors can obtain, upon request, access to a private repository that
contains additional exercises and their solutions.

In terms of the materials to cover, an example of the course outline for a
15-week-long semester is given below. We assume that there are approximately two
hours of lectures and one hour of computer lab sessions each week. Having hands-on
computer lab sessions with a small number of students, in which they learn how to
analyze data, is essential.

Chapter title Chapter number Weeks
Introduction 1 1
Causality 2 2–3
Measurement 3 4–5
Prediction 4 6–7
Discovery 5 8–9
Probability 6 10–12
Uncertainty 7 13–15

For a shorter course, there are at least two ways to reduce the material. One option is
to focus on aspects of data science and omit statistical inference. Specifically, from the
above outline, we can remove chapter 6, “Probability,” and chapter 7, “Uncertainty.”
An alternative approach is to skip chapter 5, “Discovery,” which covers the analysis
of textual, network, and spatial data, and include the chapters on probability and
uncertainty.

Finally, to ensure mastery of the basic methodological and programming concepts
introduced in each chapter, we recommend that users first read a chapter, practice all
of the code it contains, and upon completion of each chapter, try the online review
questions before attempting to solve the associated exercises. These review questions

1 Frederick Mosteller (1980) “Classroom and platform performance.” American Statistician, vol. 34, no. 1
(February), pp. 11–17.
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Table 1.1. The swirl Review Exercises.

Chapter swirl lesson Sections covered

1: Introduction
INTRO1 1.3
INTRO2 1.3

2: Causality
CAUSALITY1 2.1–2.4
CAUSALITY2 2.5–2.6

3: Measurement
MEASUREMENT1 3.1–3.4
MEASUREMENT2 3.5–3.7

4: Prediction
PREDICTION1 4.1
PREDICTION2 4.2
PREDICTION3 4.3

5: Discovery
DISCOVERY1 5.1
DISCOVERY2 5.2
DISCOVERY3 5.3

6: Probability
PROBABILITY1 6.1–6.3
PROBABILITY2 6.4–6.5

7: Uncertainty
UNCERTAINTY1 7.1
UNCERTAINTY2 7.2
UNCERTAINTY3 7.3

Note: The table shows the correspondence between the chapters and sections of
the book and each set of swirl review exercises.

are available as swirl lessons via links from http://press.princeton.edu/
qss/, and can be answered within R. Instructors are strongly encouraged to assign
these swirl exercises prior to each class so that students learn the basics before moving
on to more complicated data analysis exercises. To start the online review questions,
users must first install the swirl package (see section 1.3.7) and then the lessons for this
book using the following three lines of commands within R. Note that this installation
needs to be done only once.

install.packages("swirl") # install the package

library(swirl) # load the package

install_course_github("kosukeimai", "qss-swirl") # install the course

Table 1.1 lists the available set of swirl review exercises along with their correspond-
ing chapters and sections. To start a swirl lesson for review questions, we can use the
following command.

library(swirl)

swirl()

More information about swirl is available at http://swirlstats.com/.
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1.3 Introduction to R

This section provides a brief, self-contained introduction to R that is a prerequisite
for the remainder of this book. R is an open-source statistical programming environ-
ment, which means that anyone can download it for free, examine source code, and
make their own contributions. R is powerful and flexible, enabling us to handle a variety
of data sets and create appealing graphics. For this reason, it is widely used in academia
and industry. The New York Times described R as

a popular programming language used by a growing number of data analysts
inside corporations and academia. It is becoming their lingua franca. . .whether
being used to set ad prices, find new drugs more quickly or fine-tune financial
models. Companies as diverse as Google, Pfizer, Merck, Bank of America, the
InterContinental Hotels Group and Shell use it. . . . “The great beauty of R is that
you can modify it to do all sorts of things,” said Hal Varian, chief economist at
Google. “And you have a lot of prepackaged stuff that’s already available, so
you’re standing on the shoulders of giants.”2

To obtain R, visit https://cran.r-project.org/ (The Comprehensive R
Archive Network or CRAN), select the link that matches your operating system, and
then follow the installation instructions.

While a powerful tool for data analysis, R’s main cost from a practical viewpoint
is that it must be learned as a programming language. This means that we must
master various syntaxes and basic rules of computer programming. Learning computer
programming is like becoming proficient in a foreign language. It requires a lot of
practice and patience, and the learning process may be frustrating. Through numerous
data analysis exercises, this book will teach you the basics of statistical programming,
which then will allow you to conduct data analysis on your own. The core principle of
the book is that we can learn data analysis only by analyzing data.

Unless you have prior programming experience (or have a preference for another
text editor such as Emacs), we recommend that you use RStudio. RStudio is an open-
source and free program that greatly facilitates the use of R. In one window, RStudio
gives users a text editor to write programs, a graph viewer that displays the graphics
we create, the R console where programs are executed, a help section, and many
other features. It may look complicated at first, but RStudio can make learning how
to use R much easier. To obtain RStudio, visit http://www.rstudio.com/ and
follow the download and installation instructions. Figure 1.1 shows a screenshot of
RStudio.

In the remainder of this section, we cover three topics: (1) using R as a calculator,
(2) creating and manipulating various objects in R, and (3) loading data sets into R.

1.3.1 ARITHMETIC OPERATIONS
We begin by using R as a calculator with standard arithmetic operators. In figure 1.1,

the left-hand window of RStudio shows the R console where we can directly enter R

2 Vance, Ashlee. 2009. “Data Analysts Captivated by R’s Power.” New York Times, January 6.
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Figure 1.1. Screenshot of RStudio (version 1.0.44). The upper-left window displays a
script that contains code. The lower-left window shows the console where R commands
can be directly entered. The upper-right window lists R objects and a history of executed
R commands. Finally, the lower-right window enables us to view plots, data sets, files
and subdirectories in the working directory, R packages, and help pages.

commands. In this R console, we can type in, for example, 5 + 3, then hit Enter on
our keyboard.

5 + 3

## [1] 8

R ignores spaces, and so 5+3 will return the same result. However, we added a space
before and after the operator + to make it easier to read. As this example illustrates, this
book displays R commands followed by the outputs they would produce if entered in
the R console. These outputs begin with ## to distinguish them from the R commands
that produced them, though this mark will not appear in the R console. Finally, in this
example, [1] indicates that the output is the first element of a vector of length 1 (we
will discuss vectors in section 1.3.3). It is important for readers to try these examples
on their own. Remember that we can learn programming only by doing! Let’s try other
examples.

5 - 3

## [1] 2

5 / 3

## [1] 1.666667

5 ^ 3
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## [1] 125

5 * (10 - 3)

## [1] 35

sqrt(4)

## [1] 2

The final expression is an example of a so-called function, which takes an input
(or multiple inputs) and produces an output. Here, the function sqrt() takes a
nonnegative number and returns its square root. As discussed in section 1.3.4, R has
numerous other functions, and users can even make their own functions.

1.3.2 OBJECTS
R can store information as an object with a name of our choice. Once we have created

an object, we just refer to it by name. That is, we are using objects as “shortcuts” to
some piece of information or data. For this reason, it is important to use an intuitive
and informative name. The name of our object must follow certain restrictions.
For example, it cannot begin with a number (but it can contain numbers). Object
names also should not contain spaces. We must avoid special characters such as %
and $, which have specific meanings in R. In RStudio, in the upper-right window,
called Environment (see figure 1.1), we will see the objects we created. We use the
assignment operator <- to assign some value to an object.

For example, we can store the result of the above calculation as an object named
result, and thereafter we can access the value by referring to the object’s name. By
default, Rwill print the value of the object to the console if we just enter the object name
and hit Enter. Alternatively, we can explicitly print it by using the print() function.

result <- 5 + 3

result

## [1] 8

print(result)

## [1] 8

Note that if we assign a different value to the same object name, then the value of
the object will be changed. As a result, we must be careful not to overwrite previously
assigned information that we plan to use later.

result <- 5 - 3

result

## [1] 2
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Another thing to be careful about is that object names are case sensitive. For
example, Hello is not the same as either hello or HELLO. As a consequence, we
receive an error in the R console when we type Result rather than result, which is
defined above.

Result

## Error in eval(expr, envir, enclos): object ‘Result’ not found

Encountering programming errors or bugs is part of the learning process. The tricky
part is figuring out how to fix them. Here, the error message tells us that the Result
object does not exist. We can see the list of existing objects in the Environment
tab in the upper-right window (see figure 1.1), where we will find that the correct
object is result. It is also possible to obtain the same list by using the ls()
function.

So far, we have assigned only numbers to an object. But R can represent various
other types of values as objects. For example, we can store a string of characters by
using quotation marks.

kosuke <- "instructor"

kosuke

## [1] "instructor"

In character strings, spacing is allowed.

kosuke <- "instructor and author"

kosuke

## [1] "instructor and author"

Notice that R treats numbers like characters when we tell it to do so.

Result <- "5"

Result

## [1] "5"

However, arithmetic operations like addition and subtraction cannot be used for
character strings. For example, attempting to divide or take a square root of a character
string will result in an error.

Result / 3

## Error in Result/3: non-numeric argument to binary operator
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sqrt(Result)

## Error in sqrt(Result): non-numeric argument to mathematical function

R recognizes different types of objects by assigning each object to a class. Separating
objects into classes allows R to perform appropriate operations depending on the
objects’ class. For example, a number is stored as a numeric object whereas a character
string is recognized as a character object. In RStudio, the Environment window will
show the class of an object as well as its name. The function (which by the way is
another class) class() tells us to which class an object belongs.

result

## [1] 2

class(result)

## [1] "numeric"

Result

## [1] "5"

class(Result)

## [1] "character"

class(sqrt)

## [1] "function"

There are many other classes in R, some of which will be introduced throughout this
book. In fact, it is even possible to create our own object classes.

1.3.3 VECTORS
We present the simplest (but most inefficient) way of entering data into R. Table 1.2

contains estimates of world population (in thousands) over the past several decades.
We can enter these data into R as a numeric vector object. A vector or a one-
dimensional array simply represents a collection of information stored in a specific
order. We use the function c(), which stands for “concatenate,” to enter a data vector
containing multiple values with commas separating different elements of the vector we
are creating. For example, we can enter the world population estimates as elements of
a single vector.

world.pop <- c(2525779, 3026003, 3691173, 4449049, 5320817, 6127700,

6916183)

world.pop

## [1] 2525779 3026003 3691173 4449049 5320817 6127700 6916183
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Table 1.2. World Population Estimates.

Year
World population

(thousands)
1950 2,525,779
1960 3,026,003
1970 3,691,173
1980 4,449,049
1990 5,320,817
2000 6,127,700
2010 6,916,183
Source: United Nations, Department

of Economic and Social Affairs, Popu-
lation Division (2013). World Population
Prospects: The 2012 Revision, DVD Edition.

We also note that the c() function can be used to combine multiple vectors.

pop.first <- c(2525779, 3026003, 3691173)

pop.second <- c(4449049, 5320817, 6127700, 6916183)

pop.all <- c(pop.first, pop.second)

pop.all

## [1] 2525779 3026003 3691173 4449049 5320817 6127700 6916183

To access specific elements of a vector, we use square brackets [ ]. This is called
indexing. Multiple elements can be extracted via a vector of indices within square
brackets. Also within square brackets the dash, -, removes the corresponding element
from a vector. Note that none of these operations change the original vector.

world.pop[2]

## [1] 3026003

world.pop[c(2, 4)]

## [1] 3026003 4449049

world.pop[c(4, 2)]

## [1] 4449049 3026003

world.pop[-3]

## [1] 2525779 3026003 4449049 5320817 6127700 6916183

Since each element of this vector is a numeric value, we can apply arithmetic
operations to it. The operations will be repeated for each element of the vector. Let’s
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give the population estimates inmillions instead of thousands by dividing each element
of the vector by 1000.

pop.million <- world.pop / 1000

pop.million

## [1] 2525.779 3026.003 3691.173 4449.049 5320.817 6127.700

## [7] 6916.183

We can also express each population estimate as a proportion of the 1950 population
estimate. Recall that the 1950 estimate is the first element of the vector world.pop.

pop.rate <- world.pop / world.pop[1]

pop.rate

## [1] 1.000000 1.198047 1.461400 1.761456 2.106604 2.426063

## [7] 2.738238

In addition, arithmetic operations can be done using multiple vectors. For example,
we can calculate the percentage increase in population for each decade, defined as the
increase over the decade divided by its beginning population. For example, suppose
that the population was 100 thousand in one year and increased to 120 thousand in the
following year. In this case, we say, “the population increased by 20%.” To compute the
percentage increase for each decade, we first create two vectors, one without the first
decade and the other without the last decade. We then subtract the second vector from
the first vector. Each element of the resulting vector equals the population increase. For
example, the first element is the difference between the 1960 population estimate and
the 1950 estimate.

pop.increase <- world.pop[-1] - world.pop[-7]

percent.increase <- (pop.increase / world.pop[-7]) * 100

percent.increase

## [1] 19.80474 21.98180 20.53212 19.59448 15.16464 12.86752

Finally, we can also replace the values associated with particular indices by using
the usual assignment operator (<-). Below, we replace the first two elements of the
percent.increase vector with their rounded values.

percent.increase[c(1, 2)] <- c(20, 22)

percent.increase

## [1] 20.00000 22.00000 20.53212 19.59448 15.16464 12.86752

1.3.4 FUNCTIONS
Functions are important objects in R and perform a wide range of tasks. A function

often takes multiple input objects and returns an output object. We have already seen
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several functions: sqrt(), print(), class(), and c(). In R, a function generally
runs as funcname(input) where funcname is the function name and input is
the input object. In programming (and in math), we call these inputs arguments. For
example, in the syntax sqrt(4), sqrt is the function name and 4 is the argument or
the input object.

Some basic functions useful for summarizing data include length() for the
length of a vector or equivalently the number of elements it has, min() for
the minimum value, max() for the maximum value, range() for the range of
data, mean() for the mean, and sum() for the sum of the data. Right now we
are inputting only one object into these functions so we will not use argument
names.

length(world.pop)

## [1] 7

min(world.pop)

## [1] 2525779

max(world.pop)

## [1] 6916183

range(world.pop)

## [1] 2525779 6916183

mean(world.pop)

## [1] 4579529

sum(world.pop) / length(world.pop)

## [1] 4579529

The last expression gives another way of calculating the mean as the sum of all the
elements divided by the number of elements.

When multiple arguments are given, the syntax looks like funcname(input1,
input2). The order of inputs matters. That is, funcname(input1, input2) is
different from funcname(input2, input1). To avoid confusion and problems
stemming from the order in which we list arguments, it is also a good idea to
specify the name of the argument that each input corresponds to. This looks like
funcname(arg1 = input1, arg2 = input2).

For example, the seq() function can generate a vector composed of an increasing
or decreasing sequence. The first argument from specifies the number to start from;
the second argument to specifies the number at which to end the sequence; the last
argument by indicates the interval to increase or decrease by. We can create an object
for the year variable from table 1.2 using this function.
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year <- seq(from = 1950, to = 2010, by = 10)

year

## [1] 1950 1960 1970 1980 1990 2000 2010

Notice how we can switch the order of the arguments without changing the output
because we have named the input objects.

seq(to = 2010, by = 10, from = 1950)

## [1] 1950 1960 1970 1980 1990 2000 2010

Although not relevant in this particular example, we can also create a decreasing
sequence using the seq()function. In addition, the colon operator : creates a simple
sequence, beginning with the first number specified and increasing or decreasing by 1
to the last number specified.

seq(from = 2010, to = 1950, by = -10)

## [1] 2010 2000 1990 1980 1970 1960 1950

2008:2012

## [1] 2008 2009 2010 2011 2012

2012:2008

## [1] 2012 2011 2010 2009 2008

The names() function can access and assign names to elements of a vector.
Element names are not part of the data themselves, but are helpful attributes of the R
object. Below, we see that the object world.pop does not yet have the names attribute,
with names(world.pop) returning the NULL value. However, once we assign the
year as the labels for the object, each element of world.pop is printed with an
informative label.

names(world.pop)

## NULL

names(world.pop) <- year

names(world.pop)

## [1] "1950" "1960" "1970" "1980" "1990" "2000" "2010"
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world.pop

## 1950 1960 1970 1980 1990 2000 2010

## 2525779 3026003 3691173 4449049 5320817 6127700 6916183

In many situations, we want to create our own functions and use them repeatedly.
This allows us to avoid duplicating identical (or nearly identical) sets of code chunks,
making our code more efficient and easily interpretable. The function() function
can create a new function. The syntax takes the following form.

myfunction <- function(input1, input2, ..., inputN) {

DEFINE “output” USING INPUTS

return(output)

}

In this example code, myfunction is the function name, input1, input2,
..., inputN are the input arguments, and the commands within the braces { }
define the actual function. Finally, the return() function returns the output of the
function. We begin with a simple example, creating a function to compute a summary
of a numeric vector.

my.summary <- function(x){ # function takes one input

s.out <- sum(x)

l.out <- length(x)

m.out <- s.out / l.out

out <- c(s.out, l.out, m.out) # define the output

names(out) <- c("sum", "length", "mean") # add labels

return(out) # end function by calling output

}

z <- 1:10

my.summary(z)

## sum length mean

## 55.0 10.0 5.5

my.summary(world.pop)

## sum length mean

## 32056704 7 4579529

Note that objects (e.g., x, s.out, l.out, m.out, and out in the above example)
can be defined within a function independently of the environment in which the
function is being created. This means that we need not worry about using identical
names for objects inside a function and those outside it.
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1.3.5 DATA FILES
So far, the only data we have used has been manually entered into R. But, most of

the time, we will load data from an external file. In this book, we will use the following
two data file types:

• CSV or comma-separated values files represent tabular data. This is conceptually
similar to a spreadsheet of data values like those generated by Microsoft Excel or
Google Spreadsheet. Each observation is separated by line breaks and each field
within the observation is separated by a comma, a tab, or some other character or
string.

• RData files represent a collection of R objects including data sets. These can
contain multiple R objects of different kinds. They are useful for saving
intermediate results from our R code as well as data files.

Before interacting with data files, we must ensure they reside in the working direc-
tory, which R will by default load data from and save data to. There are different ways to
change the working directory. In RStudio, the default working directory is shown in the
bottom-right window under the Files tab (see figure 1.1). Oftentimes, however, the
default directory is not the directory we want to use. To change the working directory,
click on More > Set As Working Directory after choosing the folder we want
to work from. Alternatively, we can use the RStudio pull-down menu Session >
Set Working Directory > Choose Directory... and pick the folder we
want to work from. Then, we will see our files and folders in the bottom-right window.

It is also possible to change the working directory using the setwd() function by
specifying the full path to the folder of our choice as a character string. To display the
current working directory, use the function getwd() without providing an input. For
example, the following syntax sets the working directory to qss/INTRO and confirms
the result (we suppress the output here).

setwd("qss/INTRO")

getwd()

Suppose that the United Nations population data in table 1.2 are saved as a CSV file
UNpop.csv, which resembles that below:

year, world.pop
1950, 2525779
1960, 3026003
1970, 3691173
1980, 4449049
1990, 5320817
2000, 6127700
2010, 6916183

In RStudio, we can read in or load CSV files by going to the drop-down menu in the
upper-right window (see figure 1.1) and clicking Import Dataset > From Text
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File .... Alternatively, we can use the read.csv() function. The following syntax
loads the data as a data frame object (more on this object below).

UNpop <- read.csv("UNpop.csv")

class(UNpop)

## [1] "data.frame"

On the other hand, if the same data set is saved as an object in an RData file named
UNpop.RData, then we can use the load() function, which will load all the R objects
saved in UNpop.RData into our R session. We do not need to use the assignment
operator with the load() function when reading in an RData file because the R objects
stored in the file already have object names.

load("UNpop.RData")

Note that R can access any file on our computer if the full location is specified.
For example, we can use syntax such as read.csv("Documents/qss/INTRO/
UNpop.csv") if the data file UNpop.csv is stored in the directory Documents/
qss/INTRO/. However, setting the working directory as shown above allows us to
avoid tedious typing.

A data frame object is a collection of vectors, but we can think of it like a spreadsheet.
It is often useful to visually inspect data. We can view a spreadsheet-like representation
of data frame objects in RStudio by double-clicking on the object name in the
Environment tab in the upper-right window (see figure 1.1). This will open a new
tab displaying the data. Alternatively, we can use the View() function, which as its
main argument takes the name of a data frame to be examined. Useful functions for
this object include names() to return a vector of variable names, nrow() to return the
number of rows, ncol() to return the number of columns, dim() to combine the out-
puts of ncol() and nrow() into a vector, and summary() to produce a summary.

names(UNpop)

## [1] "year" "world.pop"

nrow(UNpop)

## [1] 7

ncol(UNpop)

## [1] 2

dim(UNpop)

## [1] 7 2
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summary(UNpop)

## year world.pop

## Min. :1950 Min. :2525779

## 1st Qu.:1965 1st Qu.:3358588

## Median :1980 Median :4449049

## Mean :1980 Mean :4579529

## 3rd Qu.:1995 3rd Qu.:5724258

## Max. :2010 Max. :6916183

Notice that the summary() function yields, for each variable in the data frame
object, the minimum value, the first quartile (or 25th percentile), the median (or
50th percentile), the third quartile (or 75th percentile), and the maximum value. See
section 2.6 for more discussion.

The $ operator is one way to access an individual variable from within a data frame
object. It returns a vector containing the specified variable.

UNpop$world.pop

## [1] 2525779 3026003 3691173 4449049 5320817 6127700 6916183

Another way of retrieving individual variables is to use indexing inside square
brackets[ ], as done for a vector. Since a data frame object is a two-dimensional
array, we need two indexes, one for rows and the other for columns. Using brackets
with a comma [rows, columns] allows users to call specific rows and columns by
either row/column numbers or row/column names. If we use row/column numbers,
sequencing functions covered above, i.e., : and c(), will be useful. If we do not specify
a row (column) index, then the syntax will return all rows (columns). Below are some
examples, demonstrating the syntax of indexing.

UNpop[, "world.pop"] # extract the column called "world.pop"

## [1] 2525779 3026003 3691173 4449049 5320817 6127700 6916183

UNpop[c(1, 2, 3),] # extract the first three rows (and all columns)

## year world.pop

## 1 1950 2525779

## 2 1960 3026003

## 3 1970 3691173

UNpop[1:3, "year"] # extract the first three rows of the "year" column

## [1] 1950 1960 1970
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When extracting specific observations from a variable in a data frame object, we
provide only one index since the variable is a vector.

## take elements 1, 3, 5, ... of the "world.pop" variable

UNpop$world.pop[seq(from = 1, to = nrow(UNpop), by = 2)]

## [1] 2525779 3691173 5320817 6916183

In R, missing values are represented by NA. When applied to an object with missing
values, functions may or may not automatically remove those values before performing
operations. We will discuss the details of handling missing values in section 3.2. Here,
we note that for many functions, like mean(), the argument na.rm = TRUE will
removemissing data before operations occur. In the example below, the eighth element
of the vector is missing, and one cannot calculate the mean until R has been instructed
to remove the missing data.

world.pop <- c(UNpop$world.pop, NA)

world.pop

## [1] 2525779 3026003 3691173 4449049 5320817 6127700 6916183

## [8] NA

mean(world.pop)

## [1] NA

mean(world.pop, na.rm = TRUE)

## [1] 4579529

1.3.6 SAVING OBJECTS
The objects we create in an R session will be temporarily saved in the workspace,

which is the current working environment. As mentioned earlier, the ls()function
displays the names of all objects currently stored in the workspace. In RStudio, all
objects in the workspace appear in the Environment tab in the upper-right corner.
However, these objects will be lost once we terminate the current session. This can be
avoided if we save the workspace at the end of each session as an RData file.

When we quit R, we will be asked whether we would like to save the workspace. We
should answer no to this so that we get into the habit of explicitly saving only what
we need. If we answer yes, then R will save the entire workspace as .RData in the
working directory without an explicit file name and automatically load it next time we
launch R. This is not recommended practice, because the .RData file is invisible to
users of many operating systems and R will not tell us what objects are loaded unless
we explicitly issue the ls() function.

In RStudio, we can save the workspace by clicking the Save icon in the upper-right
Environment window (see figure 1.1). Alternatively, from the navigation bar, click
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on Session > Save Workspace As..., and then pick a location to save the file.
Be sure to use the file extension .RData. To load the same workspace the next time we
start RStudio, click the Open File icon in the upper-right Environment window,
select Session > Load Workspace..., or use the load() function as before.

It is also possible to save the workspace using the save.image() function. The
file extension .RData should always be used at the end of the file name. Unless the
full path is specified, objects will be saved to the working directory. For example,
the following syntax saves the workspace as Chapter1.RData in the qss/INTRO
directory provided that this directory already exists.

save.image("qss/INTRO/Chapter1.RData")

Sometimes, we wish to save only a specific object (e.g., a data frame object)
rather than the entire workspace. This can be done with the save() function
as in save(xxx, file = "yyy.RData"), where xxx is the object name and
yyy.RData is the file name. Multiple objects can be listed, and they will be stored
as a single RData file. Here are some examples of syntax, in which we again assume the
existence of the qss/INTRO directory.

save(UNpop, file = "Chapter1.RData")

save(world.pop, year, file = "qss/INTRO/Chapter1.RData")

In other cases, we may want to save a data frame object as a CSV file rather than an
RData file. We can use the write.csv() function by specifying the object name and
the file name, as the following example illustrates.

write.csv(UNpop, file = "UNpop.csv")

Finally, to access objects saved in the RData file, simply use the load() function
as before.

load("Chapter1.RData")

1.3.7 PACKAGES
One of R’s strengths is the existence of a large community of R users who con-

tribute various functionalities as R packages. These packages are available through
the Comprehensive R Archive Network (CRAN; http://cran.r-project.org).
Throughout the book, we will employ various packages. For the purpose of illustration,
suppose that we wish to load a data file produced by another statistical software package
such as Stata or SPSS. The foreign package is useful when dealing with files from other
statistical software.
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To use the package, we must load it into the workspace using the library()
function. In some cases, a package needs to be installed before being loaded. In
RStudio, we can do this by clicking on Packages > Install in the bottom-
right window (see figure 1.1), where all currently installed packages are listed, after
choosing the desired packages to be installed. Alternatively, we can install from the R
console using the install.packages() function (the output is suppressed below).
Package installation needs only to occur once, though we can update the package
later upon the release of a new version (by clicking Update or reinstalling it via the
install.packages() function).

install.packages("foreign") # install package

library("foreign") # load package

Once the package is loaded, we can use the appropriate functions to load the data file.
For example, the read.dta() and read.spss() functions can read Stata and SPSS
data files, respectively (the following syntax assumes the existence of the UNpop.dta
and UNpop.sav files in the working directory).

read.dta("UNpop.dta")

read.spss("UNpop.sav")

As before, it is also possible to save a data frame object as a data file that
can be directly loaded into another statistical software package. For example, the
write.dta() function will save a data frame object as a Stata data file.

write.dta(UNpop, file = "UNpop.dta")

1.3.8 PROGRAMMING AND LEARNING TIPS
We conclude this brief introduction to R by providing several practical tips for

learning how to program in the R language. First, we should use a text editor like the
one that comes with RStudio to write our program rather than directly typing it into
the R console. If we just want to see what a command does, or quickly calculate some
quantity, we can go ahead and enter it directly into the R console. However, for more
involved programming, it is always better to use the text editor and save our code as a
text file with the .R file extension. This way, we can keep a record of our program and
run it again whenever necessary.

In RStudio, use the pull-down menu File > New File > R Script or click
the New File icon (a white square with a green circle enclosing a white plus sign)
and choose R Script. Either approach will open a blank document for text editing in
the upper-left window where we can start writing our code (see figure 1.2). To run our
code from the RStudio text editor, simply highlight the code and press the Run icon.
Alternatively, inWindows, Ctrl+Enter works as a shortcut. The equivalent shortcut for
Mac is Command+Enter. Finally, we can also run the entire code in the background
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Figure 1.2. Screenshot of the RStudio Text Editor. Once we open an R script file in
RStudio, the text editor will appear as one of the windows. It can then be used to write
our code.

(so, the code will not appear in the console) by clicking the Source icon or using the
source() function with the code file name (including a full path if it is not placed in
the working directory) as the input.

source("UNpop.R")

Second, we can annotate our R code so that it can be easily understandable to
ourselves and others. This is especially important as our code gets more complex. To do
this, we use the comment character #, which tells R to ignore everything that follows it.
It is customary to use a double comment character ## if a comment occupies an entire
line and use a single comment character # if a comment is made within a line after an
R command. An example is given here.

##

## File: UNpop.R

## Author: Kosuke Imai

## The code loads the UN population data and saves it as a Stata file

##

library(foreign)

UNpop <- read.csv("UNpop.csv")

UNpop$world.pop <- UNpop$world.pop / 1000 # population in millions

write.dta(UNpop, file = "UNpop.dta")
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Third, for further clarity it is important to follow a certain set of coding rules.
For example, we should use informative names for files, variables, and functions.
Systematic spacing and indentation are essential too. In the above examples, we place
spaces around all binary operators such as <-, =, +, and -, and always add a space
after a comma. While comprehensive coverage of coding style is beyond the scope
of this book, we encourage you to follow a useful R style guide published by Google
at https://google.github.io/styleguide/Rguide.xml. In addition, it is
possible to check our R code for potential errors and incorrect syntax. In computer
science, this process is called linting. The lintr() function in the lintr package
enables the linting of R code. The following syntax implements the linting of the
UNpop.R file shown above, where we replace the assignment operator <- in line 8
with the equality sign = for the sake of illustration.

library(lintr)

lint("UNpop.R")

## UNpop.R:8:7: style: Use <-, not =, for assignment.

## UNpop = read.csv("UNpop.csv")

## ^

Finally, R Markdown via the rmarkdown package is useful for quickly writing
documents using R. R Markdown enables us to easily embed R code and its output
within a document using straightforward syntax in a plain-text format. The resulting
documents can be produced in the form of HTML, PDF, or even Microsoft Word.
Because R Markdown embeds R code as well as its output, the results of data analysis
presented in documents are reproducible. R Markdown is also integrated into RStudio,
making it possible to produce documents with a single click. For a quick start, see
http://rmarkdown.rstudio.com/.

1.4 Summary

This chapter began with a discussion of the important role that quantitative
social science research can play in today’s data-rich society. To make contributions
to this society through data-driven discovery, we must learn how to analyze data,
interpret the results, and communicate our findings to others. To start our journey,
we presented a brief introduction to R, which is a powerful programming language for
data analysis. The remaining pages of this chapter are dedicated to exercises, designed
to ensure that you have mastered the contents of this section. Start with the swirl
review questions that are available via links from http://press.princeton.
edu/qss/. If you answer these questions incorrectly, be sure to go back
to the relevant sections and review the materials before moving on to the
exercises.
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Table 1.3. US Election Turnout Data.

Variable Description

year election year
ANES ANES estimated turnout rate
VEP voting eligible population (in thousands)
VAP voting age population (in thousands)
total total ballots cast for highest office (in thousands)
felons total ineligible felons (in thousands)
noncitizens total noncitizens (in thousands)
overseas total eligible overseas voters (in thousands)
osvoters total ballots counted by overseas voters (in thousands)

1.5 Exercises

1.5.1 BIAS IN SELF-REPORTED TURNOUT
Surveys are frequently used to measure political behavior such as voter turnout,

but some researchers are concerned about the accuracy of self-reports. In particular,
they worry about possible social desirability bias where, in postelection surveys,
respondents who did not vote in an election lie about not having voted because they
may feel that they should have voted. Is such a bias present in the American National
Election Studies (ANES)? ANES is a nationwide survey that has been conducted for
every election since 1948. ANES is based on face-to-face interviews with a nationally
representative sample of adults. Table 1.3 displays the names and descriptions of
variables in the turnout.csv data file.

1. Load the data into R and check the dimensions of the data. Also, obtain a
summary of the data. How many observations are there? What is the range of
years covered in this data set?

2. Calculate the turnout rate based on the voting age population or VAP. Note that
for this data set, we must add the total number of eligible overseas voters since
the VAP variable does not include these individuals in the count. Next, calculate
the turnout rate using the voting eligible population or VEP. What difference do
you observe?

3. Compute the differences between the VAP and ANES estimates of turnout rate.
How big is the difference on average? What is the range of the differences?
Conduct the same comparison for the VEP and ANES estimates of voter turnout.
Briefly comment on the results.

4. Compare the VEP turnout rate with the ANES turnout rate separately for
presidential elections and midterm elections. Note that the data set excludes the
year 2006. Does the bias of the ANES estimates vary across election types?
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Table 1.4. Fertility and Mortality Estimate Data.

Variable Description
country abbreviated country name
period period during which data are collected
age age group
births number of births (in thousands), i.e., the number of

children born to women of the age group
deaths number of deaths (in thousands)
py.men person-years for men (in thousands)
py.women person-years for women (in thousands)

Source: United Nations, Department of Economic and Social Affairs, Population
Division (2013).World Population Prospects: The 2012 Revision, DVD Edition.

5. Divide the data into half by election years such that you subset the data into two
periods. Calculate the difference between the VEP turnout rate and the ANES
turnout rate separately for each year within each period. Has the bias of ANES
increased over time?

6. ANES does not interview prisoners and overseas voters. Calculate an adjustment
to the 2008 VAP turnout rate. Begin by subtracting the total number of ineligible
felons and noncitizens from the VAP to calculate an adjusted VAP. Next,
calculate an adjusted VAP turnout rate, taking care to subtract the number of
overseas ballots counted from the total ballots in 2008. Compare the adjusted
VAP turnout with the unadjusted VAP, VEP, and the ANES turnout rate. Briefly
discuss the results.

1.5.2 UNDERSTANDING WORLD POPULATION DYNAMICS
Understanding population dynamics is important for many areas of social science.

We will calculate some basic demographic quantities of births and deaths for the
world’s population from two time periods: 1950 to 1955 and 2005 to 2010. We will
analyze the following CSV data files: Kenya.csv, Sweden.csv, and World.csv.
The files contain population data for Kenya, Sweden, and the world, respectively.
Table 1.4 presents the names and descriptions of the variables in each data set. The
data are collected for a period of 5 years where person-year is a measure of the time
contribution of each person during the period. For example, a personwho lives through
the entire 5-year period contributes 5 person-years, whereas someone who lives only
through the first half of the period contributes 2.5 person-years. Before you begin this
exercise, it would be a good idea to directly inspect each data set. In R, this can be
done with the View() function, which takes as its argument the name of the data
frame to be examined. Alternatively, in RStudio, double-clicking a data frame in the
Environment tab will enable you to view the data in a spreadsheet-like form.
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1. We begin by computing crude birth rate (CBR) for a given period. The CBR is
defined as

CBR = number of births

number of person-years lived
.

Compute the CBR for each period, separately for Kenya, Sweden, and the world.
Start by computing the total person-years, recorded as a new variable within each
existing data frame via the $ operator, by summing the person-years for men and
women. Then, store the results as a vector of length 2 (CBRs for two periods) for
each region with appropriate labels. You may wish to create your own function
for the purpose of efficient programming. Briefly describe patterns you observe
in the resulting CBRs.

2. The CBR is easy to understand but contains both men and women of all ages in
the denominator. We next calculate the total fertility rate (TFR). Unlike the CBR,
the TFR adjusts for age compositions in the female population. To do this, we
need to first calculate the age-specific fertility rate (ASFR), which represents the
fertility rate for women of the reproductive age range [15, 50). The ASFR for the
age range [x, x+δ), where x is the starting age and δ is the width of the age range
(measured in years), is defined as

ASFR[x, x+δ) = number of births to women of age [x, x + δ)
number of person-years lived by women of age [x, x + δ)

.

Note that square brackets, [ and ], include the limit whereas parentheses, ( and ),
exclude it. For example, [20, 25) represents the age range that is greater than or
equal to 20 years old and less than 25 years old. In typical demographic data, the
age range δ is set to 5 years. Compute the ASFR for Sweden and Kenya as well as
the entire world for each of the two periods. Store the resulting ASFRs separately
for each region. What does the pattern of these ASFRs say about reproduction
among women in Sweden and Kenya?

3. Using the ASFR, we can define the TFR as the average number of children that
women give birth to if they live through their entire reproductive age:

TFR = ASFR[15, 20) × 5 + ASFR[20, 25) × 5 + · · · + ASFR[45, 50) × 5.

We multiply each age-specific fertility rate by 5 because the age range is 5 years.
Compute the TFR for Sweden and Kenya as well as the entire world for each
of the two periods. As in the previous question, continue to assume that the
reproductive age range of women is [15, 50). Store the resulting two TFRs for
each country or the world as vectors of length 2. In general, how has the number
of women changed in the world from 1950 to 2000?What about the total number
of births in the world?

4. Next, we will examine another important demographic process: death. Compute
the crude death rate (CDR), which is a concept analogous to the CBR, for each
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period and separately for each region. Store the resulting CDRs for each country
and the world as vectors of length 2. The CDR is defined as

CDR = number of deaths

number of person-years lived
.

Briefly describe the patterns you observe in the resulting CDRs.

5. One puzzling finding from the previous question is that the CDR for Kenya
during the period 2005–2010 is about the same level as that for Sweden. We
would expect people in developed countries like Sweden to have a lower death
rate than those in developing countries like Kenya. While it is simple and easy
to understand, the CDR does not take into account the age composition of a
population. We therefore compute the age-specific death rate (ASDR). The ASDR
for age range [x, x + δ) is defined as

ASDR[x, x+δ) = number of deaths for people of age [x, x + δ)
number of person-years of people of age [x, x + δ)

.

Calculate the ASDR for each age group, separately for Kenya and Sweden, during
the period 2005–2010. Briefly describe the pattern you observe.

6. One way to understand the difference in the CDR between Kenya and Sweden
is to compute the counterfactual CDR for Kenya using Sweden’s population
distribution (or vice versa). This can be done by applying the following alternative
formula for the CDR:

CDR = ASDR[0,5) × P[0,5) + ASDR[5,10) × P[5,10) + · · · ,

where P[x,x+δ) is the proportion of the population in the age range [x, x + δ).
We compute this as the ratio of person-years in that age range relative to the total
person-years across all age ranges. To conduct this counterfactual analysis, we use
ASDR[x,x+δ) from Kenya and P[x,x+δ) from Sweden during the period 2005–2010.
That is, first calculate the age-specific population proportions for Sweden and
then use them to compute the counterfactual CDR for Kenya. How does this
counterfactual CDR compare with the original CDR of Kenya? Briefly interpret
the result.
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absolute value, 67
addition rule, 245
adjacency matrix, 206
adjusted R2, 168, 383
age specific death rate, 31
age specific fertility rate, 30
alternative hypothesis, 348
AND, 37
animation, 234
arguments, 17
assignment operator, 12
association, 50
asymptotic theorems, 300
average treatment effect, 49
axioms, 245

bag-of-words, 195
bar plot, 80
Bayes’ rule, 266
Bayesian, 243
before-and-after design, 60
Bernoulli random variable, 278
betweenness, 210, 215
bias, 133, 316
bin, 81
binary random variable, 278
binary variable, 36
binomial distribution, 282
binomial theorem, 285
birthday problem, 248
box plot, 85
butterfly ballot, 159

categorical variable, 44
causal effects, 46
causal inference, 46
CDF, 279
ceiling effects, 95
census, 89
centering, 112
central limit theorem, 302, 327, 340, 364, 380, 385
centrality, 208
centroid, 111
ceteris paribus, 165
class, 14

classification, 136
classification error, 202
closeness, 209, 215
clustering algorithms, 108
clusters, 108
coefficient of determination, 156,
168, 383

coefficients, 143
combinations, 252
complement, 246
complete randomization, 317, 343
computational revolution, 1
conditional cash transfer program, 184
conditional expectation, 371
conditional expectation function, 371
conditional independence, 263, 273
conditional probability, 257, 258
conditional statements, 43
confidence bands, 327
confidence interval, 327
confidence level, 327
confounders, 57, 221
confounding bias, 58
confusion matrix, 136
consistent, 317
contingency table, 35, 43
continuous random variable, 278, 280
control group, 49, 55
corpus, 191
correlation, 103, 141
correlation coefficient, 103
cosine similarity, 237
counterfactual, 46
covariance, 384
coverage probability, 329
critical value, 327, 340
cross tabulation, 35
cross-section comparison design, 55
cross-section data, 60
crude birth rate, 30
crude death rate, 31
CSV, 20, 98
cumulative distribution function, 279,
281

cumulative sum, 301
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data revolution, 1
data-generating process, 143, 251, 319, 370
decile, 65
degree, 208, 213
degrees of freedom, 168, 325, 339
density, 82, 280
descriptive statistics, 63
difference-in-differences, 61
difference-in-means estimator, 49, 164, 318
directed, 212
directed network, 206
discrete random variable, 278
dissimilarity index, 241
disturbance, 143
document frequency, 197
document-term matrix, 193
dot product, 237
dummy variable, 36
DW-NOMINATE scores, 97

ecological inference, 395
edges, 207
Electoral College, 123
error, 143
error bands, 327
estimation error, 315
estimator, 314
event, 244
exogeneity, 370
expectation, 292, 316
experiment, 244
experimental data, 33
exploratory data analysis, 189
external validity, 50, 54, 180

factor, 41
factor variable, 44, 80
factorial, 248
factorial variable, 44, 80
false discoveries, 362
false discovery rate, 271
false negative, 136
false positive, 136, 271
farness, 209
file drawer bias, 392
first moment, 294
first quartile, 64
Fisher’s exact test, 348
fitted value, 143
floor effects, 95
frequentist, 242
function, 12
fundamental problem of causal inference, 47, 343

Gaussian distribution, 286
get-out-the-vote, 51
Gini coefficient, 101
Gini index, 101
Google, 216

graph, 207
graph strength, 239

Hawthorne effect, 52, 53
heterogenous treatment effects, 170
heteroskedastic, 380
heteroskedasticity-robust standard errors, 380
hexadecimal, 226
hexadecimal color code, 226
histogram, 81, 134
homoskedasticity, 378
hypothesis testing, 342

i.i.d., 282
ideology, 96
immutable characteristics, 48
in-sample prediction, 161, 203
indegree, 213
independence, 261
independently and identically distributed, 282
indexing, 15
indicator, 166
indicator function, 299
Institutional Review Board, 95
integration, 293
interaction effect, 171
intercept, 143
internal validity, 50, 54, 180
interquartile range, 65
inverse document frequency, 197
inverse function, 179
IQR, 65
item count technique, 95
item nonresponse, 93
item response theory, 97
iterations, 125
iterative algorithm, 111

joint independence, 263
joint probability, 257

k-means, 108
Kish grid, 91

large sample theorems, 300
latitude, 225
law of iterated expectation, 377
law of large numbers, 300, 317, 319
law of total probability, 247, 254, 257, 263
law of total variance, 379
least squares, 146
leave-one-out cross validation, 203
level of test, 347
levels, 44
limit, 242
linear algebra, 108
linear model, 143
linear regression, 139
linear relationship, 142

© Copyright Princeton University Press. No part of this book may be 
distributed, posted, or reproduced in any form by digital or mechanical 
means without prior written permission of the publisher. 

For general queries contact webmaster@press.princeton.edu.



December 27, 2016 Time: 03:19pm Gindex.tex

General Index 403

linting, 27
list, 108, 112
list experiment, 95
listwise deletion, 79
logarithmic transformation, 91, 249
logical conjunction, 37
logical disjunction, 37
logical operators, 37
logical values, 37
longitude, 225
longitudinal data, 60
longitudinal study, 69
loop, 124, 203, 320
loop counter, 124
Lorenz curve, 101
lower quartile, 64

main effect, 172
maps, 220
margin of error, 332
marginal probability, 256
matrix, 108, 112
maximum, 17
mean, 17
mean-squared error, 323
measurement models, 96
median, 22, 63, 83
merge, 149
minimum, 17
misclassification, 136
misreporting, 94
Monte Carlo error, 251, 321
Monte Carlo simulation, 250, 265, 282, 297, 301,
319

Monty Hall problem, 264
moving average, 183, 238
multiple testing, 362
multistage cluster sampling, 90

natural experiment, 73, 220, 221
natural language processing, 191
natural logarithm, 92
network data, 205
network density, 239
no omitted variables, 372
nodes, 207
nonlinear relationship, 142
nonresponse, 316
normal distribution, 286, 302
null hypothesis, 346
numeric variable, 81

object, 12
observational studies, 54, 372
one-sample t-test, 353
one-sample z-test, 353
one-sample tests, 350
one-sided p-values, 348
one-tailed p-values, 348

OR, 37
out-of-sample prediction, 161, 203
outcome variable, 33
outdegree, 213
outliers, 64, 117, 159
overfitting, 161, 203

p-value, 347
PageRank, 216
panel data, 60
parameter, 314
Pascal’s triangle, 285
PDF, 280
percentile, 22, 65
permutations, 247
person-year, 29
placebo test, 180
PMF, 278
political polarization, 101
polity score, 73
population average treatment effect, 319
population mean, 292
positive predictive value, 267
posterior probability, 266
potential outcomes, 47
power, 363
power analysis, 363
power function, 365
predicted value, 143
prediction error, 133, 143
pretreatment variables, 53, 57
prior probability, 266
probability, 242
probability density function, 280
probability distributions, 277
probability mass function, 278
probability model, 278
probability sampling, 89
Progresa, 184
proof by contradiction, 346
publication bias, 361, 392

Q–Q plot, 106, 118, 290, 341
quadratic function, 174
quantile treatment effects, 70
quantile–quantile plot, 106, 118, 290, 341
quantiles, 63, 65, 106
quartile, 22, 64
quincunx, 303
quintile, 65
quota sampling, 89

R2, 156, 168, 383
random digit dialing, 90
random variables, 277
randomization inference, 346
randomized controlled trials, 48, 317, 371
randomized experiments, 48
randomized response technique, 96
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range, 17
rational number, 346
RData, 20
receiver, 206
reference distribution, 346
regression discontinuity design, 176
regression line, 143
regression towards the mean, 148, 289
representative, 89
residual, 143, 165, 290
residual plot, 158
residual standard error, 383
RGB, 227
RMS, 66
root mean square, 66, 133, 146
root-mean-squared error, 133, 146, 323
rule of thumb, 332

sample average, 36
sample average treatment effect, 49, 317
sample average treatment effect for the treated, 62
sample correlation, 384
sample mean, 36, 57, 292
sample selection bias, 50, 90
sample size calculation, 333
sample space, 244
sampling distribution, 316, 323, 346
sampling frame, 89, 90, 93
sampling variability, 296
sampling with replacement, 251
sampling without replacement, 251, 345
scaling, 112
scatter plot, 98, 140
scientific significance, 350, 354
scraping, 190
second moment, 294
second quartile, 65
selection bias, 58
selection on observables, 372
sender, 206
set, 244
sharp null hypothesis, 346
simple random sampling, 89, 251, 315
simple randomization, 317, 343
simulation, 250
slope, 143
social desirability bias, 28, 94
sparse, 194
spatial data, 220
spatial point data, 220
spatial polygon data, 220, 223
spatial voting, 96
spatial–temporal data, 220
SPSS, 24
standard deviation, 66, 67, 294
standard error, 324
standard normal distribution, 287, 290, 319
standardize, 112
standardized residuals, 290

Stata, 24
statistical control, 58
statistical significance, 350, 354
step function, 284
Student’s t-distribution, 339
Student’s t-test, 368
subclassification, 58
sum, 17
sum of squared residuals, 146, 165
supervised learning, 115, 195
support, 293
survey, 76
survey sampling, 88

t-distribution, 339
t-statistic, 339, 381
t-test, 358
tercile, 65
term frequency, 193, 195, 197
term frequency–inverse document frequency, 196
term-document matrix, 193
test statistic, 346
tf, 193
tf–idf, 196
The Federalist Papers, 190
third quartile, 65
time trend, 60
time-series plot, 100, 138
topics, 195
total fertility rate, 30
total sum of squares, 156
treatment, 47
treatment group, 49, 55
treatment variable, 33, 47
true positive rate, 266, 270
true positives, 270
two-sample t-test, 357, 358
two-sample z-test, 356
two-sample tests, 350
two-sided p-value, 348, 351
two-tailed p-value, 348
type I error, 347
type II error, 347, 363

unbiased, 133, 316
unconfoundedness, 372
uncorrelated, 371
undirected, 211
undirected network, 206
uniform random variable, 280
unit nonresponse, 93, 336
unobserved confounders, 372
unsupervised learning, 115, 195
upper quartile, 65

variance, 67, 294
vector, 11, 14
Venn diagram, 246
vertices, 207
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weighted average, 274
with replacement, 89
without replacement, 89
word cloud, 195

working directory, 20
workspace, 23

z-score, 103, 112, 154, 288, 290, 304
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!, 270
!=, 39
*, 172
-, 15
:, 18, 22, 172
<, 39
<-, 12, 16
<=, 39
=, 39
==, 39
>, 39
>=, 39
[ ], 15, 22, 40
[,], 22, 41, 42, 194
[[ ]], 110, 193
#, 26
##, 11, 26
$, 12, 22, 30, 35, 108, 110, 113, 214
%, 12
%%, 130
%in%, 122
&, 37, 39
\n, 100, 126
|, 37–39

abline(), 83–85, 145
addmargins(), 35
animation package, 234
apply(), 109
as.data.frame(), 204
as.Date(), 132
as.factor(), 44
as.integer(), 37
as.matrix(), 108, 109, 195

barplot(), 80, 81
base, 92
base package, 192
betweenness(), 210, 215, 239
boxplot(), 85, 86, 92
breaks, 83

c(), 14, 15, 17, 22, 262
cat(), 125, 126
cbind(), 112, 152, 225

centers, 112
cex, 88, 115
cex.axis, 88
cex.lab, 88
cex.main, 88
choose(), 254, 345
class(), 14, 17
closeness(), 209, 215, 239
cluster, 112
coef(), 145
col, 85, 115
colMeans(), 109
colnames(), 108
colors(), 85, 226
colSums(), 109, 206
confint(), 382, 383, 385
content(), 193
content_transformer(), 192
cor(), 105, 117, 141
Corpus(), 191, 236
cumsum(), 301

data frame, 33
data(), 223
data.frame, 167
data.frame(), 126, 204
dbinom(), 283, 298
degree(), 208, 213, 214
dev.off(), 88
dim(), 21, 33, 55
DirSource(), 191
dnorm(), 290
DocumentTermMatrix(), 194, 197
dunif(), 281

else if(){}, 128, 129
exp(), 92, 179

factor, 44
factorial(), 249
FALSE, 37
fisher.test(), 348, 349
fitted(), 145, 158, 167, 202
for, 125
foreign package, 24
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formula, 86
freq, 82
function(), 19

getwd(), 20, 234
graph.adjacency(), 207, 213
graph.density(), 239
graph.strength(), 239
gsub(), 309

head(), 34
height, 88
hist(), 82, 83, 118, 134, 312

I(), 175
if(), 128
if(){}, 127, 128
if(){}else{}, 127, 128
ifelse(), 43, 127, 140
igraph package, 207
ineq package, 241
ineq(), 241
inspect(), 194
install.packages(), 25, 191
integer, 37
IQR(), 65
is.na(), 78
iter, 112
iter.max, 112

kmeans(), 112

lchoose(), 254
legend(), 232
length(), 17, 111
letters, 309
levels(), 44, 166
lfactorial(), 249
library(), 25, 191
lines(), 84, 85, 334
lintr package, 27
lintr(), 27
list, 110, 157
list(), 110
lm(), 144, 145, 157, 158, 165–167, 169, 373, 374,
381, 382

load(), 21, 24, 311
log(), 92
logical, 37, 40, 127
ls(), 13, 23
lty, 85
lwd, 85

main, 81
map(), 223, 225, 226, 240
maps package, 223, 240
match(), 269
match(x, y), 270
matrix(), 108

max(), 17, 78
mean(), 17, 23, 36, 37, 40, 45, 78, 87
median(), 64, 78, 127
merge(), 149, 152, 275
min(), 17, 78

NA, 23, 78, 125
na.omit(), 79, 255
names, 92
names(), 18, 21, 111
names.arg, 81
ncol(), 21
nrow(), 21
NULL, 18

order(), 214, 224

package; animation, 234; base, 192; foreign,
24; igraph, 207; ineq, 241; lintr, 27; maps,
223, 240; rmarkdown, 27; SnowballC, 191;
swirl, 9, 27; tm, 191, 192; wordcloud, 195

page.rank(), 217
palette(), 115, 226
par(), 88
pbinom(), 284, 298
pch, 99, 115, 140
pdf(), 88
plot(), 98–100, 114, 134, 140, 207, 217, 228, 262
pnorm(), 288, 291, 310, 351
points(), 85, 99, 115, 224, 225
power.prop.test(), 367, 368
power.t.test(), 368, 369
predict(), 167, 174, 175, 178, 203, 204, 385,
387, 388

print(), 12, 17, 125, 126
probs, 65
prop.table(), 58, 77, 80, 256
prop.test(), 354–356, 358–360
punif(), 281

qnorm(), 310, 328, 341
qqnorm(), 290
qqplot(), 106
qt(), 341
quantile(), 65, 121, 156

range(), 17
rbind(), 112, 152
rbinom(), 297
read.csv(), 21, 33, 52, 55, 76
read.dta(), 25
read.spss(), 25
removeNumbers(), 192
removePunctuation(), 192
removeWords(), 192
rep(), 84, 85, 125
resid(), 146, 157
return(), 19
rgb(), 227
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rmarkdown package, 27
rnorm(), 320
rowMeans(), 109
rownames(), 108
rowSums(), 109, 206
runif(), 282, 302

sample(), 251, 265, 320, 345
save(), 24
save.image(), 24
saveHTML(), 234
saveLatex(), 234
saveVideo(), 234
scale(), 112, 154, 290
sd(), 68, 202
seq(), 17, 18, 65
setwd(), 20
sign(), 135
SnowballC package, 191
sort(), 45, 197, 214
source(), 26
sqrt(), 12, 17
stemCompletion(), 196
stemDocument(), 192, 196
stopwords(), 192
stripWhitespace(), 192
subset(), 41, 42, 56
sum(), 17, 37
summary(), 21, 22, 34, 55, 65, 76,
158, 169, 381, 382

swirl package, 9, 27

t.test(), 341, 356, 358
table(), 35, 43, 44, 58, 77, 79, 80, 256

tapply(), 45, 53, 87, 100,
121, 183

TermDocumentMatrix(), 194
text(), 83, 85, 100, 134, 225
title(), 224
tm package, 191, 192
tm_map(), 192
tolower(), 192, 309
toupper(), 309
TRUE, 37
type, 134

unique(), 73, 132, 167

var(), 68
VectorSource(), 236
View(), 21, 29

weighted.mean(), 274
weightTfIdf(), 197
while, 219
while(), 218, 219
width, 88
wordcloud package, 195
wordcloud(), 195
write.csv(), 24
write.dta(), 25

xlab, 81
xlim, 81

ylab, 81
ylim, 81
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