Contents

Preface xv

I An Introduction to Quantitative Risk Management 1

1 Risk in Perspective 3
  1.1 Risk 3
  1.1.1 Risk and Randomness 3
  1.1.2 Financial Risk 5
  1.1.3 Measurement and Management 6
  1.2 A Brief History of Risk Management 8
  1.2.1 From Babylon to Wall Street 8
  1.2.2 The Road to Regulation 15
  1.3 The Regulatory Framework 20
  1.3.1 The Basel Framework 20
  1.3.2 The Solvency II Framework 25
  1.3.3 Criticism of Regulatory Frameworks 28
  1.4 Why Manage Financial Risk? 30
  1.4.1 A Societal View 30
  1.4.2 The Shareholder’s View 32
  1.5 Quantitative Risk Management 34
  1.5.1 The Q in QRM 34
  1.5.2 The Nature of the Challenge 35
  1.5.3 QRM Beyond Finance 38

2 Basic Concepts in Risk Management 42

2.1 Risk Management for a Financial Firm 42
  2.1.1 Assets, Liabilities and the Balance Sheet 42
  2.1.2 Risks Faced by a Financial Firm 44
  2.1.3 Capital 45
  2.2 Modelling Value and Value Change 47
  2.2.1 Mapping Risks 47
  2.2.2 Valuation Methods 54
  2.2.3 Loss Distributions 58
  2.3 Risk Measurement 61
  2.3.1 Approaches to Risk Measurement 61
  2.3.2 Value-at-Risk 64
  2.3.3 VaR in Risk Capital Calculations 67
## Contents

2.3.4 Other Risk Measures Based on Loss Distributions 69
2.3.5 Coherent and Convex Risk Measures 72

3 Empirical Properties of Financial Data 79
3.1 Stylized Facts of Financial Return Series 79
    3.1.1 Volatility Clustering 80
    3.1.2 Non-normality and Heavy Tails 85
    3.1.3 Longer-Interval Return Series 87
3.2 Multivariate Stylized Facts 88
    3.2.1 Correlation between Series 88
    3.2.2 Tail Dependence 90

II Methodology 95

4 Financial Time Series 97
4.1 Fundamentals of Time Series Analysis 98
    4.1.1 Basic Definitions 98
    4.1.2 ARMA Processes 100
    4.1.3 Analysis in the Time Domain 105
    4.1.4 Statistical Analysis of Time Series 107
    4.1.5 Prediction 109
4.2 GARCH Models for Changing Volatility 112
    4.2.1 ARCH Processes 112
    4.2.2 GARCH Processes 118
    4.2.3 Simple Extensions of the GARCH Model 121
    4.2.4 Fitting GARCH Models to Data 123
    4.2.5 Volatility Forecasting and Risk Measure Estimation 129

5 Extreme Value Theory 135
5.1 Maxima 135
    5.1.1 Generalized Extreme Value Distribution 136
    5.1.2 Maximum Domains of Attraction 139
    5.1.3 Maxima of Strictly Stationary Time Series 141
    5.1.4 The Block Maxima Method 142
5.2 Threshold Exceedances 146
    5.2.1 Generalized Pareto Distribution 147
    5.2.2 Modelling Excess Losses 149
    5.2.3 Modelling Tails and Measures of Tail Risk 154
    5.2.4 The Hill Method 157
    5.2.5 Simulation Study of EVT Quantile Estimators 161
    5.2.6 Conditional EVT for Financial Time Series 162
5.3 Point Process Models 164
    5.3.1 Threshold Exceedances for Strict White Noise 164
    5.3.2 The POT Model 166

6 Multivariate Models 173
6.1 Basics of Multivariate Modelling 174
    6.1.1 Random Vectors and Their Distributions 174
    6.1.2 Standard Estimators of Covariance and Correlation 176
    6.1.3 The Multivariate Normal Distribution 178
    6.1.4 Testing Multivariate Normality 180

For general queries, contact webmaster@press.princeton.edu
Contents

6.2 Normal Mixture Distributions 183
6.2.1 Normal Variance Mixtures 183
6.2.2 Normal Mean–Variance Mixtures 187
6.2.3 Generalized Hyperbolic Distributions 188
6.2.4 Empirical Examples 191

6.3 Spherical and Elliptical Distributions 196
6.3.1 Spherical Distributions 196
6.3.2 Elliptical Distributions 200
6.3.3 Properties of Elliptical Distributions 202
6.3.4 Estimating Dispersion and Correlation 203

6.4 Dimension-Reduction Techniques 206
6.4.1 Factor Models 206
6.4.2 Statistical Estimation Strategies 208
6.4.3 Estimating Macroeconomic Factor Models 210
6.4.4 Estimating Fundamental Factor Models 213
6.4.5 Principal Component Analysis 214

7 Copulas and Dependence 220
7.1 Copulas 220
7.1.1 Basic Properties 221
7.1.2 Examples of Copulas 225
7.1.3 Meta Distributions 229
7.1.4 Simulation of Copulas and Meta Distributions 229
7.1.5 Further Properties of Copulas 232

7.2 Dependence Concepts and Measures 235
7.2.1 Perfect Dependence 236
7.2.2 Linear Correlation 238
7.2.3 Rank Correlation 243
7.2.4 Coefficients of Tail Dependence 247

7.3 Normal Mixture Copulas 249
7.3.1 Tail Dependence 249
7.3.2 Rank Correlations 253
7.3.3 Skewed Normal Mixture Copulas 256
7.3.4 Grouped Normal Mixture Copulas 257

7.4 Archimedean Copulas 259
7.4.1 Bivariate Archimedean Copulas 259
7.4.2 Multivariate Archimedean Copulas 261

7.5 Fitting Copulas to Data 265
7.5.1 Method-of-Moments Using Rank Correlation 266
7.5.2 Forming a Pseudo-sample from the Copula 269
7.5.3 Maximum Likelihood Estimation 270

8 Aggregate Risk 275
8.1 Coherent and Convex Risk Measures 275
8.1.1 Risk Measures and Acceptance Sets 276
8.1.2 Dual Representation of Convex Measures of Risk 280
8.1.3 Examples of Dual Representations 283

8.2 Law-Invariant Coherent Risk Measures 286
8.2.1 Distortion Risk Measures 286
8.2.2 The Expectile Risk Measure 290
### Contents

<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.4</td>
<td>Bond and CDS Pricing in Hazard Rate Models</td>
<td>391</td>
</tr>
<tr>
<td>10.4.1</td>
<td>Hazard Rate Models</td>
<td>391</td>
</tr>
<tr>
<td>10.4.2</td>
<td>Risk-Neutral Pricing Revisited</td>
<td>394</td>
</tr>
<tr>
<td>10.4.3</td>
<td>Bond Pricing</td>
<td>399</td>
</tr>
<tr>
<td>10.4.4</td>
<td>CDS Pricing</td>
<td>401</td>
</tr>
<tr>
<td>10.4.5</td>
<td>(P) versus (Q): Empirical Results</td>
<td>404</td>
</tr>
<tr>
<td>10.5</td>
<td>Pricing with Stochastic Hazard Rates</td>
<td>406</td>
</tr>
<tr>
<td>10.5.1</td>
<td>Doubly Stochastic Random Times</td>
<td>406</td>
</tr>
<tr>
<td>10.5.2</td>
<td>Pricing Formulas</td>
<td>411</td>
</tr>
<tr>
<td>10.5.3</td>
<td>Applications</td>
<td>413</td>
</tr>
<tr>
<td>10.6</td>
<td>Affine Models</td>
<td>416</td>
</tr>
<tr>
<td>10.6.1</td>
<td>Basic Results</td>
<td>417</td>
</tr>
<tr>
<td>10.6.2</td>
<td>The CIR Square-Root Diffusion</td>
<td>418</td>
</tr>
<tr>
<td>10.6.3</td>
<td>Extensions</td>
<td>420</td>
</tr>
<tr>
<td>11</td>
<td>Portfolio Credit Risk Management</td>
<td>425</td>
</tr>
<tr>
<td>11.1</td>
<td>Threshold Models</td>
<td>426</td>
</tr>
<tr>
<td>11.1.1</td>
<td>Notation for One-Period Portfolio Models</td>
<td>426</td>
</tr>
<tr>
<td>11.1.2</td>
<td>Threshold Models and Copulas</td>
<td>428</td>
</tr>
<tr>
<td>11.1.3</td>
<td>Gaussian Threshold Models</td>
<td>430</td>
</tr>
<tr>
<td>11.1.4</td>
<td>Models Based on Alternative Copulas</td>
<td>431</td>
</tr>
<tr>
<td>11.1.5</td>
<td>Model Risk Issues</td>
<td>433</td>
</tr>
<tr>
<td>11.2</td>
<td>Mixture Models</td>
<td>436</td>
</tr>
<tr>
<td>11.2.1</td>
<td>Bernoulli Mixture Models</td>
<td>436</td>
</tr>
<tr>
<td>11.2.2</td>
<td>One-Factor Bernoulli Mixture Models</td>
<td>437</td>
</tr>
<tr>
<td>11.2.3</td>
<td>Recovery Risk in Mixture Models</td>
<td>440</td>
</tr>
<tr>
<td>11.2.4</td>
<td>Threshold Models as Mixture Models</td>
<td>441</td>
</tr>
<tr>
<td>11.2.5</td>
<td>Poisson Mixture Models and CreditRisk(^+)</td>
<td>444</td>
</tr>
<tr>
<td>11.3</td>
<td>Asymptotics for Large Portfolios</td>
<td>449</td>
</tr>
<tr>
<td>11.3.1</td>
<td>Exchangeable Models</td>
<td>450</td>
</tr>
<tr>
<td>11.3.2</td>
<td>General Results</td>
<td>452</td>
</tr>
<tr>
<td>11.3.3</td>
<td>The Basel IRB Formula</td>
<td>455</td>
</tr>
<tr>
<td>11.4</td>
<td>Monte Carlo Methods</td>
<td>457</td>
</tr>
<tr>
<td>11.4.1</td>
<td>Basics of Importance Sampling</td>
<td>457</td>
</tr>
<tr>
<td>11.4.2</td>
<td>Application to Bernoulli Mixture Models</td>
<td>460</td>
</tr>
<tr>
<td>11.5</td>
<td>Statistical Inference in Portfolio Credit Models</td>
<td>464</td>
</tr>
<tr>
<td>11.5.1</td>
<td>Factor Modelling in Industry Threshold Models</td>
<td>465</td>
</tr>
<tr>
<td>11.5.2</td>
<td>Estimation of Bernoulli Mixture Models</td>
<td>466</td>
</tr>
<tr>
<td>11.5.3</td>
<td>Mixture Models as GLMMs</td>
<td>470</td>
</tr>
<tr>
<td>11.5.4</td>
<td>A One-Factor Model with Rating Effect</td>
<td>472</td>
</tr>
<tr>
<td>12</td>
<td>Portfolio Credit Derivatives</td>
<td>476</td>
</tr>
<tr>
<td>12.1</td>
<td>Credit Portfolio Products</td>
<td>476</td>
</tr>
<tr>
<td>12.1.1</td>
<td>Collateralized Debt Obligations</td>
<td>477</td>
</tr>
<tr>
<td>12.1.2</td>
<td>Credit Indices and Index Derivatives</td>
<td>481</td>
</tr>
<tr>
<td>12.1.3</td>
<td>Basic Pricing Relationships for Index Swaps and CDOs</td>
<td>484</td>
</tr>
<tr>
<td>12.2</td>
<td>Copula Models</td>
<td>487</td>
</tr>
<tr>
<td>12.2.1</td>
<td>Definition and Properties</td>
<td>487</td>
</tr>
<tr>
<td>12.2.2</td>
<td>Examples</td>
<td>489</td>
</tr>
<tr>
<td>12.3</td>
<td>Pricing of Index Derivatives in Factor Copula Models</td>
<td>491</td>
</tr>
<tr>
<td>12.3.1</td>
<td>Analytics</td>
<td>491</td>
</tr>
<tr>
<td>12.3.2</td>
<td>Correlation Skews</td>
<td>494</td>
</tr>
<tr>
<td>12.3.3</td>
<td>The Implied Copula Approach</td>
<td>497</td>
</tr>
</tbody>
</table>

© Copyright, Princeton University Press. No part of this book may be distributed, posted, or reproduced in any form by digital or mechanical means without prior written permission of the publisher.

For general queries, contact webmaster@press.princeton.edu
## 13 Operational Risk and Insurance Analytics

13.1 Operational Risk in Perspective
- 13.1.1 An Important Risk Class
- 13.1.2 The Elementary Approaches
- 13.1.3 Advanced Measurement Approaches
- 13.1.4 Operational Loss Data

13.2 Elements of Insurance Analytics
- 13.2.1 The Case for Actuarial Methodology
- 13.2.2 The Total Loss Amount
- 13.2.3 Approximations and Panjer Recursion
- 13.2.4 Poisson Mixtures
- 13.2.5 Tails of Aggregate Loss Distributions
- 13.2.6 The Homogeneous Poisson Process
- 13.2.7 Processes Related to the Poisson Process

## IV Special Topics

14 Multivariate Time Series
- 14.1 Fundamentals of Multivariate Time Series
  - 14.1.1 Basic Definitions
  - 14.1.2 Analysis in the Time Domain
  - 14.1.3 Multivariate ARMA Processes
- 14.2 Multivariate GARCH Processes
  - 14.2.1 General Structure of Models
  - 14.2.2 Models for Conditional Correlation
  - 14.2.3 Models for Conditional Covariance
  - 14.2.4 Fitting Multivariate GARCH Models
  - 14.2.5 Dimension Reduction in MGARCH
  - 14.2.6 MGARCH and Conditional Risk Measurement

15 Advanced Topics in Multivariate Modelling
- 15.1 Normal Mixture and Elliptical Distributions
  - 15.1.1 Estimation of Generalized Hyperbolic Distributions
  - 15.1.2 Testing for Elliptical Symmetry
- 15.2 Advanced Archimedean Copula Models
  - 15.2.1 Characterization of Archimedean Copulas
  - 15.2.2 Non-exchangeable Archimedean Copulas

16 Advanced Topics in Extreme Value Theory
- 16.1 Tails of Specific Models
  - 16.1.1 Domain of Attraction of the Fréchet Distribution
  - 16.1.2 Domain of Attraction of the Gumbel Distribution
  - 16.1.3 Mixture Models
- 16.2 Self-exciting Models for Extremes
  - 16.2.1 Self-exciting Processes
  - 16.2.2 A Self-exciting POT Model
- 16.3 Multivariate Maxima
  - 16.3.1 Multivariate Extreme Value Copulas
  - 16.3.2 Copulas for Multivariate Minima
  - 16.3.3 Copula Domains of Attraction
  - 16.3.4 Modelling Multivariate Block Maxima
Contents

16.4 Multivariate Threshold Exceedances 591
  16.4.1 Threshold Models Using EV Copulas 591
  16.4.2 Fitting a Multivariate Tail Model 592
  16.4.3 Threshold Copulas and Their Limits 594

17 Dynamic Portfolio Credit Risk Models and Counterparty Risk 599
  17.1 Dynamic Portfolio Credit Risk Models 599
    17.1.1 Why Dynamic Models of Portfolio Credit Risk? 599
    17.1.2 Classes of Reduced-Form Models of Portfolio Credit Risk 600
  17.2 Counterparty Credit Risk Management 603
    17.2.1 Uncollateralized Value Adjustments for a CDS 604
    17.2.2 Collateralized Value Adjustments for a CDS 609
  17.3 Conditionally Independent Default Times 612
    17.3.1 Definition and Mathematical Properties 612
    17.3.2 Examples and Applications 618
    17.3.3 Credit Value Adjustments 622
  17.4 Credit Risk Models with Incomplete Information 625
    17.4.1 Credit Risk and Incomplete Information 625
    17.4.2 Pure Default Information 628
    17.4.3 Additional Information 633
    17.4.4 Collateralized Credit Value Adjustments and Contagion Effects 637

Appendix 641
  A.1 Miscellaneous Definitions and Results 641
    A.1.1 Type of Distribution 641
    A.1.2 Generalized Inverses and Quantiles 641
    A.1.3 Distributional Transform 643
    A.1.4 Karamata’s Theorem 644
    A.1.5 Supporting and Separating Hyperplane Theorems 644
  A.2 Probability Distributions 644
    A.2.1 Beta 645
    A.2.2 Exponential 645
    A.2.3 F 645
    A.2.4 Gamma 645
    A.2.5 Generalized Inverse Gaussian 646
    A.2.6 Inverse Gamma 646
    A.2.7 Negative Binomial 646
    A.2.8 Pareto 647
    A.2.9 Stable 647
  A.3 Likelihood Inference 647
    A.3.1 Maximum Likelihood Estimators 648
    A.3.2 Asymptotic Results: Scalar Parameter 648
    A.3.3 Asymptotic Results: Vector of Parameters 649
    A.3.4 Wald Test and Confidence Intervals 649
    A.3.5 Likelihood Ratio Test and Confidence Intervals 650
    A.3.6 Akaike Information Criterion 650

References 652

Index 687

For general queries, contact webmaster@press.princeton.edu
1

Risk in Perspective

In this chapter we provide a non-mathematical discussion of various issues that form the background to the rest of the book. In Section 1.1 we begin with the nature of risk itself and discuss how risk relates to randomness; in the financial context (which includes insurance) we summarize the main kinds of risks encountered and explain what it means to measure and manage such risks.

A brief history of financial risk management and the development of financial regulation is given in Section 1.2, while Section 1.3 contains a summary of the regulatory framework in the financial and insurance industries.

In Section 1.4 we take a step back and attempt to address the fundamental question of why we might want to measure and manage risk at all. Finally, in Section 1.5 we turn to quantitative risk management (QRM) explicitly and set out our own views concerning the nature of this discipline and the challenge it poses. This section in particular should give more insight into our choice of methodological topics in the rest of the book.

1.1 Risk

The *Concise Oxford English Dictionary* defines risk as “hazard, a chance of bad consequences, loss or exposure to mischance”. In a discussion with students taking a course on financial risk management, ingredients that are typically discussed are events, decisions, consequences and uncertainty. It is mostly only the downside of risk that is mentioned, rarely a possible upside, i.e. the potential for a gain. While for many people risk has largely negative connotations, it may also represent an opportunity. Much of the financial industry would not exist were it not for the presence of financial risk and the opportunities afforded to companies that are able to create products and services that offer more financial certainty to their clients.

For financial risks no single one-sentence definition of risk is entirely satisfactory. Depending on context, one might arrive at notions such as “any event or action that may adversely affect an organization’s ability to achieve its objectives and execute its strategies” or, alternatively, “the quantifiable likelihood of loss or less-than-expected returns”.

1.1.1 Risk and Randomness

Regardless of context, risk strongly relates to uncertainty, and hence to the notion of randomness. Randomness has eluded a clear, workable definition for many centuries;
it was not until 1933 that the Russian mathematician A. N. Kolmogorov gave an
axiomatic definition of randomness and probability (see Kolmogorov 1933). This
definition and its accompanying theory provide the language for the majority of the
literature on risk, including this book.

Our reliance on probability may seem unsatisfactorily narrow to some. It bypasses
several of the current debates on risk and uncertainty (Frank Knight), the writings on
probabilistic thinking within economics (John Maynard Keynes), the unpredictabil-
ity of unprecedented financial shocks, often referred to as Black Swans (Nassim
Taleb), or even the more political expression of the known, the unknown and the
unknowable (Donald Rumsfeld); see the Notes and Comments section for more
explanation. Although these debates are interesting and important, at some point
clear definitions and arguments are called for and this is where mathematics as a lan-
guage enters. The formalism of Kolmogorov, while not the only possible approach,
is a tried-and-tested framework for mathematical reasoning about risk.

In Kolmogorov’s language a probabilistic model is described by a triplet
\((\Omega, \mathcal{F}, P)\). An element \(\omega\) of \(\Omega\) represents a realization of an experiment, in eco-
nomics often referred to as a state of nature. The statement “the probability that
an event \(A\) occurs” is denoted (and in Kolmogorov’s axiomatic system defined)
as \(P(A)\), where \(A\) is an element of \(\mathcal{F}\), the set of all events. \(P\) denotes the prob-
ability measure. For the less mathematically trained reader it suffices to accept
that Kolmogorov’s system translates our intuition about randomness into a concise,
axiomatic language and clear rules.

Consider the following examples: an investor who holds stock in a particular
company; an insurance company that has sold an insurance policy; an individual
who decides to convert a fixed-rate mortgage into a variable one. All of these sit-
uations have something important in common: the investor holds today an asset
with an uncertain future value. This is very clear in the case of the stock. For the
insurance company, the policy sold may or may not be triggered by the underly-
ing event covered. In the case of a mortgage, our decision today to enter into this
refinancing agreement will change (for better or for worse) the future repayments.
So randomness plays a crucial role in the valuation of current products held by the
investor, the insurance company and the home owner.

To model these situations a mathematician would now define the value of a risky
position \(X\) to be a function on the probability space \((\Omega, \mathcal{F}, P)\); this function is called
a random variable. We leave for the moment the range of \(X\) (i.e. its possible values)
unspecifed. Most of the modelling of a risky position \(X\) concerns its distribution function
\(F_X(x) = P(X \leq x)\): the probability that by the end of the period under
consideration the value of the risk \(X\) is less than or equal to a given number \(x\).
Several risky positions would then be denoted by a random vector \((X_1, \ldots, X_d)\),
also written in bold face as \(X\); time can be introduced, leading to the notion of
random (or so-called stochastic) processes, usually written \((X_t)\). Throughout this
book we will encounter many such processes, which serve as essential building
blocks in the mathematical description of risk.
1.1. Risk

We therefore expect the reader to be at ease with basic notation, terminology and results from elementary probability and statistics, the branch of mathematics dealing with stochastic models and their application to the real world. The word “stochastic” is derived from the Greek “stochazesthai”, the art of guessing, or “stochastikos”, meaning skilled at aiming (“stochos” being a target). In discussing stochastic methods for risk management we hope to emphasize the skill aspect rather than the guesswork.

1.1.2 Financial Risk

In this book we discuss risk in the context of finance and insurance (although many of the tools introduced are applicable well beyond this context). We start by giving a brief overview of the main risk types encountered in the financial industry.

The best-known type of risk is probably market risk: the risk of a change in the value of a financial position or portfolio due to changes in the value of the underlying components on which that portfolio depends, such as stock and bond prices, exchange rates, commodity prices, etc. The next important category is credit risk: the risk of not receiving promised repayments on outstanding investments such as loans and bonds, because of the “default” of the borrower. A further risk category is operational risk: the risk of losses resulting from inadequate or failed internal processes, people and systems, or from external events.

The three risk categories of market, credit and operational risk are the main ones we study in this book, but they do not form an exhaustive list of the full range of possible risks affecting a financial institution, nor are their boundaries always clearly defined. For example, when a corporate bond falls in value this is market risk, but the fall in value is often associated with a deterioration in the credit quality of the issuer, which is related to credit risk. The ideal way forward for a successful handling of financial risk is a holistic approach, i.e. an integrated approach taking all types of risk and their interactions into account.

Other important notions of risk are model risk and liquidity risk. The former is the risk associated with using a misspecified (inappropriate) model for measuring risk. Think, for instance, of using the Black–Scholes model for pricing an exotic option in circumstances where the basic Black–Scholes model assumptions on the underlying securities (such as the assumption of normally distributed returns) are violated. It may be argued that model risk is always present to some degree.

When we talk about liquidity risk we are generally referring to price or market liquidity risk, which can be broadly defined as the risk stemming from the lack of marketability of an investment that cannot be bought or sold quickly enough to prevent or minimize a loss. Liquidity can be thought of as “oxygen for a healthy market”; a market requires it to function properly but most of the time we are not aware of its presence. Its absence, however, is recognized immediately, with often disastrous consequences.

In banking, there is also the concept of funding liquidity risk, which refers to the ease with which institutions can raise funding to make payments and meet withdrawals as they arise. The management of funding liquidity risk tends to be
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a specialist activity of bank treasuries (see, for example, Choudhry 2012) rather than trading-desk risk managers and is not a subject of this book. However, funding liquidity and market liquidity can interact profoundly in periods of financial stress. Firms that have problems obtaining funding may sell assets in fire sales to raise cash, and this in turn can contribute to market illiquidity, depressing prices, distorting the valuation of assets on balance sheets and, in turn, making funding even more difficult to obtain; this phenomenon has been described as a liquidity spiral (Brunnermeier and Pedersen 2009).

In insurance, a further risk category is underwriting risk: the risk inherent in insurance policies sold. Examples of risk factors that play a role here are changing patterns of natural catastrophes, changes in demographic tables underlying (long-dated) life products, political or legal interventions, or customer behaviour (such as lapsation).

1.1.3 Measurement and Management

Much of this book is concerned with techniques for the statistical measurement of risk, an activity which is part of the process of managing risk, as we attempt to clarify in this section.

Risk measurement. Suppose we hold a portfolio consisting of \( d \) underlying investments with respective weights \( w_1, \ldots, w_d \), so that the change in value of the portfolio over a given holding period (the so-called profit and loss, or P&L) can be written as \( X = \sum_{i=1}^{d} w_i X_i \), where \( X_i \) denotes the change in value of the \( i \)th investment. Measuring the risk of this portfolio essentially consists of determining its distribution function \( F_X(x) = P(X \leq x) \), or functionals describing this distribution function such as its mean, variance or 99th percentile.

In order to achieve this, we need a properly calibrated joint model for the underlying random vector of investments \( (X_1, \ldots, X_d) \), so statistical methodology has an important role to play in risk measurement; based on historical observations and given a specific model, a statistical estimate of the distribution of the change in value of a position, or one of its functionals, is calculated. In Chapter 2 we develop a detailed framework framework for risk measurement. As we shall see—and this is indeed a main theme throughout the book—this is by no means an easy task with a unique solution.

It should be clear from the outset that good risk measurement is essential. Increasingly, the clients of financial institutions demand objective and detailed information on the products that they buy, and firms can face legal action when this information is found wanting. For any product sold, a proper quantification of the underlying risks needs to be explicitly made, allowing the client to decide whether or not the product on offer corresponds to his or her risk appetite; the 2007–9 crisis saw numerous violations of this basic principle. For more discussion of the importance of the quantitative approach to risk, see Section 1.5.

Risk management. In a very general answer to the question of what risk management is about, Kloman (1990) writes:
1.1. Risk

To many analysts, politicians, and academics it is the management of environmental and nuclear risks, those technology-generated macro-risks that appear to threaten our existence. To bankers and financial officers it is the sophisticated use of such techniques as currency hedging and interest-rate swaps. To insurance buyers or sellers it is coordination of insurable risks and the reduction of insurance costs. To hospital administrators it may mean “quality assurance”. To safety professionals it is reducing accidents and injuries. In summary, risk management is a discipline for living with the possibility that future events may cause adverse effects.

The last phrase in particular (the emphasis is ours) captures the general essence of risk management: it is about ensuring resilience to future events. For a financial institution one can perhaps go further. A financial firm’s attitude to risk is not passive and defensive; a bank or insurer actively and willingly takes on risk, because it seeks a return and this does not come without risk. Indeed, risk management can be seen as the core competence of an insurance company or a bank. By using its expertise, market position and capital structure, a financial institution can manage risks by repackaging or bundling them and transferring them to markets in customized ways.

The management of risk at financial institutions involves a range of tasks. To begin with, an enterprise needs to determine the capital it should hold to absorb losses, both for regulatory and economic capital purposes. It also needs to manage the risk on its books. This involves ensuring that portfolios are well diversified and optimizing portfolios according to risk–return considerations. The risk profile of the portfolio can be altered by hedging exposures to certain risks, such as interest-rate or foreign-exchange risk, using derivatives. Alternatively, some risks can be repackaged and sold to investors in a process known as securitization; this has been applied to both insurance risks (weather derivatives and longevity derivatives) and credit risks (mortgage-backed securities, collateralized debt obligations). Firms that use derivatives need to manage their derivatives books, which involves the tasks of pricing, hedging and managing collateral for such trades. Finally, financial institutions need to manage their counterparty credit risk exposures to important trading partners; these arise from bilateral, over-the-counter derivatives trades, but they are also present, for example, in reinsurance treaties.

We also note that the discipline of risk management is very much the core competence of an actuary. Indeed, the Institute and Faculty of Actuaries has used the following definition of the actuarial profession:

Actuaries are respected professionals whose innovative approach to making business successful is matched by a responsibility to the public interest. Actuaries identify solutions to financial problems. They manage assets and liabilities by analysing past events, assessing the present risk involved and modelling what could happen in the future.
Actuarial organizations around the world have collaborated to create the Chartered Enterprise Risk Actuary qualification to show their commitment to establishing best practice in risk management.

1.2 A Brief History of Risk Management

In this section we treat the historical development of risk management by sketching some of the innovations and some of the events that have shaped modern risk management for the financial industry. We also describe the more recent development of regulation in the industry, which has, to some extent, been a process of reaction to a series of incidents and crises.

1.2.1 From Babylon to Wall Street

Although risk management has been described as “one of the most important innovations of the 20th century” by Steinherr (1998), and most of the story we tell is relatively modern, some concepts that are used in modern risk management, and in derivatives in particular, have been around for longer. In our selective account we stress the example of financial derivatives as these have played a role in many of the events that have shaped modern regulation and increased the complexity of the risk-management challenge.

The ancient world to the twentieth century. A derivative is a financial instrument derived from an underlying asset, such as an option, future or swap. For example, a European call option with strike \( K \) and maturity \( T \) gives the holder the right, but not the obligation, to obtain from the seller at maturity the underlying security for a price \( K \); a European put option gives the holder the right to dispose of the underlying at a price \( K \).

Dunbar (2000) interprets a passage in the Code of Hammurabi from Babylon of 1800 BC as being early evidence of the use of the option concept to provide financial cover in the event of crop failure. A very explicit mention of options appears in Amsterdam towards the end of the seventeenth century and is beautifully narrated by Joseph de la Vega in his 1688 *Confusión de Confusiones*, a discussion between a lawyer, a trader and a philosopher observing the activity on the Beurs of Amsterdam. Their discussion contains what we now recognize as European call and put options and a description of their use for investment as well as for risk management—it even includes the notion of short selling. In an excellent recent translation (de la Vega 1996) we read:

If I may explain “opsies” [further, I would say that] through the payment of the premiums, one hands over values in order to safeguard one’s stock or to obtain a profit. One uses them as sails for a happy voyage during a beneficent conjuncture and as an anchor of security in a storm.

After this, de la Vega continues with some explicit examples that would not be out of place in any modern finance course on the topic.

Financial derivatives in general, and options in particular, are not so new. Moreover, they appear here as instruments to manage risk, “anchors of security in a
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storm”, rather than as dangerous instruments of speculation, the “wild beasts of finance” (Steinherr 1998), that many believe them to be.

Academic innovation in the twentieth century. While the use of risk-management ideas such as derivatives can be traced further back, it was not until the late twentieth century that a theory of valuation for derivatives was developed. This can be seen as perhaps the most important milestone in an age of academic developments in the general area of quantifying and managing financial risk.

Before the 1950s, the desirability of an investment was mainly equated to its return. In his groundbreaking publication of 1952, Harry Markowitz laid the foundation of the theory of portfolio selection by mapping the desirability of an investment onto a risk–return diagram, where risk was measured using standard deviation (see Markowitz 1952, 1959). Through the notion of an efficient frontier the portfolio manager could optimize the return for a given risk level. The following decades saw explosive growth in risk-management methodology, including such ideas as the Sharpe ratio, the Capital Asset Pricing Model (CAPM) and Arbitrage Pricing Theory (APT). Numerous extensions and refinements that are now taught in any MBA course on finance followed.

The famous Black–Scholes–Merton formula for the price of a European call option appeared in 1973 (see Black and Scholes 1973). The importance of this formula was underscored in 1997 when the Bank of Sweden Prize in Economic Sciences in Memory of Alfred Nobel was awarded to Robert Merton and Myron Scholes (Fischer Black had died some years earlier) “for a new method to determine the value of derivatives”.

In the final two decades of the century the mathematical finance literature developed rapidly, and many ideas found their way into practice. Notable contributions include the pioneering papers by Harrison and Kreps (1979) and Harrison and Pliska (1981) clarifying the links between no-arbitrage pricing and martingale theory. A further example is the work on the term structure of interest rates by Heath, Jarrow and Morton (1992). These and other papers elaborated the mathematical foundations of financial mathematics. Textbooks on stochastic integration and Itô calculus became part of the so-called quant’s essential reading and were, for a while, as likely to be seen in the hands of a young investment banker as the Financial Times.

Growth of markets in the twentieth century. The methodology developed for the rational pricing and hedging of financial derivatives changed finance. The “wizards of Wall Street” (i.e. the mathematical specialists conversant in the new methodology) have had a significant impact on the development of financial markets over the last few decades. Not only did the new option-pricing formula work, it transformed the market. When the Chicago Options Exchange first opened in 1973, fewer than a thousand options were traded on the first day. By 1995, over a million options were changing hands each day, with current nominal values outstanding in the derivatives markets in the tens of trillions. So great was the role played by the Black–Scholes–Merton formula in the growth of the new options market that, when the American stock market crashed in 1987, the influential business magazine Forbes attributed...
the blame squarely to that one formula. Scholes himself has said that it was not so much the formula that was to blame, but rather that market traders had not become sufficiently sophisticated in using it.

Along with academic innovation, developments in information technology (IT) also helped lay the foundations for an explosive growth in the volume of new risk-management and investment products. This development was further aided by worldwide deregulation in the 1980s. Important additional factors contributing to an increased demand for risk-management skills and products were the oil crises of the 1970s and the 1970 abolition of the Bretton Woods system of fixed exchange rates. Both energy prices and foreign exchange risk became highly volatile risk factors and customers required products to hedge them. The 1933 Glass–Steagall Act—passed in the US in the aftermath of the 1929 Depression to prohibit commercial banks from underwriting insurance and most kinds of securities—indirectly paved the way for the emergence of investment banks, hungry for new business. Glass–Steagall was replaced in 1999 by the Financial Services Act, which repealed many of the former’s key provisions, although the 2010 Dodd–Frank Act, passed in the aftermath of the 2007–9 financial crisis, appears to mark an end to the trend of deregulation.

Disasters of the 1990s. In January 1992 the president of the New York Federal Reserve, E. Gerald Corrigan, speaking at the Annual Mid-Winter Meeting of the New York State Bankers Association, said:

You had all better take a very, very hard look at off-balance-sheet activities. The growth and complexity of [these] activities and the nature of the credit settlement risk they entail should give us cause for concern…. I hope this sounds like a warning, because it is. Off-balance-sheet activities [i.e. derivatives] have a role, but they must be managed and controlled carefully and they must be understood by top management as well as by traders and rocket scientists.

Corrigan was referring to the growing volume of derivatives in banks’ trading books and the fact that, in many cases, these did not appear as assets or liabilities on the balance sheet. His words proved prescient.

On 26 February 1995 Barings Bank was forced into administration. A loss of £700 million ruined the oldest merchant banking group in the UK (established in 1761). Besides numerous operational errors (violating every qualitative guideline in the risk-management handbook), the final straw leading to the downfall of Barings was a so-called straddle position on the Nikkei held by the bank’s Singapore-based trader Nick Leeson. A straddle is a short position in a call and a put with the same strike—such a position allows for a gain if the underlying (in this case the Nikkei index) does not move too far up or down. There is, however, considerable loss potential if the index moves down (or up) by a large amount, and this is precisely what happened when the Kobe earthquake occurred.

Three years later, Long-Term Capital Management (LTCM) became another prominent casualty of losses due to derivatives trading when it required a $3.5 billion payout to prevent collapse, a case made all the more piquant by the fact that
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Myron Scholes and Robert Merton were principals at the hedge fund. Referring to the Black–Scholes formula, an article in the *Observer* newspaper asked: “Is this really the key to future wealth? Win big, lose bigger.”

There were other important cases in this era, leading to a widespread discussion of the need for increased regulation, including Metallgesellschaft in 1993 (speculation on oil prices using derivatives) and Orange County in 1994 (speculation on interest rates using derivatives).

In the life insurance industry, Equitable Life, the world’s oldest mutual insurer, provided a case study of what can happen when the liabilities arising from insurance products with embedded options are not properly hedged. Prior to 1988, Equitable Life had sold pension products that offered the option of a guaranteed annuity rate at maturity of the policy. The guarantee rate of 7% had been set in the 1970s when inflation and annuity rates were high, but in 1993 the current annuity rate fell below the guarantee rate and policyholders exercised their options. Equitable Life had not been hedging the option and it quickly became evident that they were faced with an enormous increase in their liabilities; the Penrose Report (finally published in March 2004) concluded that Equitable Life was underfunded by around £4.5 billion by 2001. It was the policyholders who suffered when the company reneged on their pension promises, although many of the company’s actions were later ruled unlawful and some compensation from the public purse was agreed. However, this case provides a good illustration of the need to regulate the capital adequacy of insurers to protect policyholders.

The turn of the century. The end of the twentieth century proved to be a pivotal moment for the financial system worldwide. From a value of around 1000 in 1996, the Nasdaq index quintupled to a maximum value of 5408.62 on 10 March 2000 (which remains unsurpassed as this book goes to press). The era 1996–2000 is now known as the dot-com bubble because many of the firms that contributed to the rise in the Nasdaq belonged to the new internet sector.

In a speech before the American Enterprise Institute on 5 December 1996, Alan Greenspan, chairman of the Federal Reserve from 1987 to 2006, said, “But how do we know when irrational exuberance has unduly escalated assets, which then become subject to prolonged contractions as they have in Japan over the past decade?” The term irrational exuberance seemed to perfectly describe the times. The Dow Jones Industrial Average was also on a historic climb, breaking through the 10 000 barrier on 29 March 1999, and prompting books with titles like *Dow 40 000: Strategies for Profiting from the Greatest Bull Market in History*. It took four years for the bubble to burst, but from its March 2000 maximum the Nasdaq plummeted to half of its value within a year and tested the 1000 barrier in late 2002. Equity indices fell worldwide, although markets recovered and began to surge ahead again from 2004.

The dot-com bubble was in many respects a conventional asset bubble, but it was also during this period that the seeds of the next financial crisis were being sown. Financial engineers had discovered the magic of securitization: the bundling and repackaging of many risks into securities with defined risk profiles that could be
sold to potential investors. While the idea of transferring so-called tranches of a pool of risks to other risk bearers was well known to the insurance world, it was now being applied on a massive scale to credit-risky assets, such as mortgages, bonds, credit card debt and even student loans (see Section 12.1.1 for a description of the tranching concept).

In the US, the subprime lending boom to borrowers with low credit ratings fuelled the supply of assets to securitize and a market was created in mortgage-backed securities (MBSs). These in turn belonged to the larger pool of assets that were available to be transformed into collateralized debt obligations (CDOs). The banks originating these credit derivative products had found a profitable business turning poor credit risks into securities. The volume of credit derivatives ballooned over a very short period; the CDO market accounted for almost $3 trillion in nominal terms by 2008 but this was dwarfed by the nominal value of the credit default swap (CDS) market, which stood at about $30 trillion.

Credit default swaps, another variety of credit derivative, were originally used as instruments for hedging large corporate bond exposures, but they were now increasingly being used by investors to speculate on the changing credit outlook of companies by adopting so-called naked positions (see Section 10.1.4 for more explanation). Although the actual economic value of CDS and CDO markets was actually smaller (when the netting of cash flows is considered), these are still huge figures when compared with world gross domestic product (GDP), which was of the order of $60 trillion at that time.

The consensus was that all this activity was a good thing. Consider the following remarks made by the then chairman of the Federal Reserve, Alan Greenspan, before the Council on Foreign Relations in Washington DC on 19 November 2002 (Greenspan 2002):

More recently, instruments . . . such as credit default swaps, collateralized debt obligations and credit-linked notes have been developed and their use has grown rapidly in recent years. The result? Improved credit risk management together with more and better risk-management tools appear to have significantly reduced loan concentrations in telecommunications and, indeed, other areas and the associated stress on banks and other financial institutions . . . . It is noteworthy that payouts in the still relatively small but rapidly growing market in credit derivatives have been proceeding smoothly for the most part. Obviously this market is still too new to have been tested in a widespread down-cycle for credit, but, to date, it appears to have functioned well.

As late as April 2006 the International Monetary Fund (IMF) wrote in its Global Financial Stability Report that:

There is a growing recognition that the dispersion of credit risk by banks to a broader and more diverse group of investors, rather than warehousing such risks on their balance sheets, has helped to make the banking and overall financial system more resilient . . . . The improved
1.2. *A Brief History of Risk Management*

resilience may be seen in fewer bank failures and more consistent credit provision. Consequently, the commercial banks, a core system of the financial system, may be less vulnerable today to credit or economic shocks.

It has to be said that the same IMF report also warned about possible vulnerabilities, and the potential for market disruption, if these credit instruments were not fully understood.

One of the problems was that not all of the risk from CDOs was being dispersed to outside investors as the IMF envisaged. As reported in Acharya et al. (2009), large banks were holding on to a lot of it themselves:

These large, complex financial institutions ignored their own business models of securitization and chose not to transfer credit risk to other investors. Instead they employed securitization to manufacture and retain tail risk that was systemic in nature and inadequately capitalized....Starting in 2006, the CDO group at UBS noticed that their risk-management systems treated AAA securities as essentially risk-free even though they yielded a premium (the proverbial free lunch). So they decided to hold onto them rather than sell them! After holding less than $5 billion of them in 02/06, the CDO desk was warehousing a staggering $50 billion in 09/07....Similarly, by late summer of 2007, Citigroup had accumulated over $55 billion of AAA-rated CDOs.

On the eve of the crisis many in the financial industry seemed unconcerned. AIG, the US insurance giant, had become heavily involved in underwriting MBS and CDO risk by selling CDS protection through its AIG Financial Products arm. In August 2007 the chief executive officer of AIG Financial Products is quoted as saying:

It is hard for us, without being flippant, to even see a scenario within any kind of realm of reason that would see us losing one dollar in any of these transactions.

*The financial crisis of 2007–9.* After a peak in early 2006, US house prices began to decline in 2006 and 2007. Subprime mortgage holders, experiencing difficulties in refinancing their loans at higher interest rates, defaulted on their payments in increasing numbers. Starting in late 2007 this led to a rapid reassessment of the riskiness of securitizations and to losses in the value of CDO securities. Banks were forced into a series of dramatic *write-downs* of the value of these assets on their balance sheets, and the severity of the impending crisis became apparent.

Reflecting on the crisis in his article “It doesn’t take Nostradamus” in the 2008 issue of *Economists’ Voice*, Nobel laureate Joseph E. Stiglitz recalled the views he expressed in 1992 on securitization and the housing market:

The question is, has the growth of securitization been a result of more efficient transaction technologies or an unfounded reduction in concern about the importance of screening loan applicants? It is perhaps too
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early to tell, but we should at least entertain the possibility that it is the latter rather than the former.

He also wrote:

At the very least, the banks have demonstrated ignorance of two very basic aspects of risk: (a) the importance of correlation . . . [and] (b) the possibility of price declines.

These “basic aspects of risk”, which would appear to belong in a Banking 101 class, plunged the world’s economy into its most serious crisis since the late 1920s. Salient events included the demise of such illustrious names as Bear Stearns (which collapsed and was sold to JPMorgan Chase in March 2008) and Lehman Brothers (which filed for Chapter 11 bankruptcy on 15 September 2008). The latter event in particular led to worldwide panic. As markets tumbled and liquidity vanished it was clear that many banks were on the point of collapse. Governments had to bail them out by injecting capital or by acquiring their distressed assets in arrangements such as the US Troubled Asset Relief Program.

AIG, which had effectively been insuring the default risk in securitized products by selling CDS protection, got into difficulty when many of the underlying securities defaulted; the company that could not foresee itself “losing one dollar in any of these transactions” required an emergency loan facility of $85 billion from the Federal Reserve Bank of New York on 16 September 2008. In the view of George Soros (2009), CDSs were “instruments of destruction” that should be outlawed:

Some derivatives ought not to be allowed to be traded at all. I have in mind credit default swaps. The more I’ve heard about them, the more I’ve realised they’re truly toxic.

Much has been written about these events, and this chapter’s Notes and Comments section contains a number of references. One strand of the commentary that is relevant for this book is the apportioning of a part of the blame to mathematicians (or financial engineers); the failure of valuation models for complex securitized products made them an easy target. Perhaps the most publicized attack came in a blog by Felix Salmon (Wired Magazine, 23 February 2009) under the telling title “Recipe for disaster: the formula that killed Wall Street”. The formula in question was the Gauss copula, and its application to credit risk was attributed to David Li. Inspired by what he had learned on an actuarial degree, Li proposed that a tool for modelling dependent lifetimes in life insurance could be used to model correlated default times in bond portfolios, thus providing a framework for the valuation and risk management of CDOs, as we describe in Chapter 12.

While an obscure formula with a strange name was a gift for bloggers and newspaper headline writers, even serious regulators joined in the chorus of criticism of mathematics. The Turner Review of the global banking crisis (Lord Turner 2009) has a section entitled “Misplaced reliance on sophisticated mathematics” (see Section 1.3.3 for more on this theme). But this reliance on mathematics was only one factor in the crisis, and certainly not the most important. Mathematicians had also
warned well beforehand that the world of securitization was being built on shaky model foundations that were difficult to calibrate (see, for example, Frey, McNeil and Nyfeler 2001). It was also abundantly clear that political shortsightedness, the greed of market participants and the slow reaction of regulators had all contributed in very large measure to the scale of the eventual calamity.

Recent developments and concerns. New threats to the financial system emerge all the time. The financial crisis of 2007–9 led to recession and sovereign debt crises. After the wave of bank bailouts, concerns about the solvency of banks were transformed into concerns about the abilities of countries to service their own debts. For a while doubts were cast on the viability of the eurozone, as it seemed that countries might elect to, or be forced to, exit the single currency.

On the more technical side, the world of high-frequency trading has raised concerns among regulators, triggered by such events as the Flash Crash of 6 May 2010. In this episode, due to “computer trading gone wild”, the Dow Jones lost around 1000 points in a couple of minutes, only to be rapidly corrected. High-frequency trading is a form of algorithmic trading in which trades are executed by computers according to algorithms in fractions of a second. One notable casualty of algorithmic trading was Knight Capital, which lost $460 million due to trading errors on 1 August 2012. Going forward, it is clear that vigilance is required concerning the risks arising from the deployment of new technologies and their systemic implications.

Indeed, systemic risk is an ongoing concern to which we have been sensitized by the financial crisis. This is the risk of the collapse of the entire financial system due to the propagation of financial stress through a network of participants. When Lehman Brothers failed there was a moment when it seemed possible that there could be a catastrophic cascade of defaults of banks and other firms. The interbank lending market had become dysfunctional, asset prices had plummeted and the market for any form of debt was highly illiquid. Moreover, the complex chains of relationships in the CDS markets, in which the same credit-risky assets were referenced in a large volume of bilateral payment agreements, led to the fear that the default of a further large player could cause other banks to topple like dominoes.

The concerted efforts of many governments were successful in forestalling the Armageddon scenario. However, since the crisis, research into financial networks and their embedded systemic risks has been an important research topic. These networks are complex, and as well as banks and insurance companies they contain members of a “shadow banking system” of hedge funds and structured investment vehicles, which are largely unregulated. One important theme is the identification of so-called systemically important financial institutions (SIFI) whose failure might cause a systemic crisis.

1.2.2 The Road to Regulation

There is no doubt that regulation goes back a long way, at least to the time of the Venetian banks and the early insurance enterprises sprouting in London’s coffee shops in the eighteenth century. In those days there was more reliance on self-regulation or local regulation, but rules were there. However, the key developments
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that led to the present prudential regulatory framework in financial services are a very much more recent story.

The main aim of modern prudential regulation has been to ensure that financial institutions have enough capital to withstand financial shocks and remain solvent. Robert Jenkins, a member of the Financial Policy Committee of the Bank of England, was quoted in the Independent on 27 April 2012 as saying:

Capital is there to absorb losses from risks we understand and risks we may not understand. Evidence suggests that neither risk-takers nor their regulators fully understand the risks that banks sometimes take. That’s why banks need an appropriate level of loss absorbing equity.

Much of the regulatory drive originated from the Basel Committee of Banking Supervision. This committee was established by the central-bank governors of the Group of Ten at the end of 1974. The Group of Ten is made up of (oddly) eleven industrial countries that consult and cooperate on economic, monetary and financial matters. The Basel Committee does not possess any formal supranational supervising authority, and hence its conclusions do not have legal force. Rather, it formulates broad supervisory standards and guidelines and recommends statements of best practice in the expectation that individual authorities will take steps to implement them through detailed arrangements—statutory or otherwise—that are best suited to their own national system. The summary below is brief. Interested readers can consult, for example, Tarullo (2008) for further details, and should also see this chapter’s Notes and Comments section.

The first Basel Accord. The first Basel Accord on Banking Supervision (Basel I, from 1988) took an important step towards an international minimum capital standard. Its main emphasis was on credit risk, by then clearly the most important source of risk in the banking industry. In hindsight, however, Basel I took an approach that was fairly coarse and measured risk in an insufficiently differentiated way. In measuring credit risk, claims were divided into three crude categories according to whether the counterparties were governments, regulated banks or others. For instance, the risk capital charge for a loan to a corporate borrower was five times higher than for a loan to an Organisation for Economic Co-operation and Development (OECD) bank. The risk weighting for all corporate borrowers was identical, independent of their credit rating. The treatment of derivatives was also considered unsatisfactory.

The birth of VaR. In 1993 the G-30 (an influential international body consisting of senior representatives of the private and public sectors and academia) published a seminal report addressing, for the first time, so-called off-balance-sheet products, like derivatives, in a systematic way. Around the same time, the banking industry clearly saw the need for proper measurement of the risks stemming from these new products. At JPMorgan, for instance, the famous Weatherstone 4.15 report asked for a one-day, one-page summary of the bank’s market risk to be delivered to the chief executive officer in the late afternoon (hence “4.15”). Value-at-risk (VaR) as a market risk measure was born and the JPMorgan methodology, which became known as RiskMetrics, set an industry-wide standard.
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In a highly dynamic world with round-the-clock market activity, the need for instant market valuation of trading positions (known as marking-to-market) became a necessity. Moreover, in markets where so many positions (both long and short) were written on the same underlyings, managing risks based on simple aggregation of nominal positions became unsatisfactory. Banks pushed to be allowed to consider netting effects, i.e. the compensation of long versus short positions on the same underlyng.

In 1996 an important amendment to Basel I prescribed a so-called standardized model for market risk, but at the same time allowed the bigger (more sophisticated) banks to opt for an internal VaR-based model (i.e. a model developed in house). Legal implementation was to be achieved by the year 2000. The coarseness problem for credit risk remained unresolved and banks continued to claim that they were not given enough incentives to diversify credit portfolios and that the regulatory capital rules currently in place were far too risk insensitive. Because of overcharging on the regulatory capital side of certain credit positions, banks started shifting business away from certain market segments that they perceived as offering a less attractive risk–return profile.

The second Basel Accord. By 2001 a consultative process for a new Basel Accord (Basel II) had been initiated; the basic document was published in June 2004. An important aspect was the establishment of the three-pillar system of regulation: Pillar 1 concerns the quantification of regulatory capital; Pillar 2 imposes regulatory oversight of the modelling process, including risks not considered in Pillar 1; and Pillar 3 defines a comprehensive set of disclosure requirements.

Under Pillar 1 the main theme of Basel II was credit risk, where the aim was to allow banks to use a finer, more risk-sensitive approach to assessing the risk of their credit portfolios. Banks could opt for an internal-ratings-based approach, which permitted the use of internal or external credit-rating systems wherever appropriate.

The second important theme of Basel II at the level of Pillar 1 was the consideration of operational risk as a new risk class. A basic premise of Basel II was that the overall size of regulatory capital throughout the industry should stay unchanged under the new rules. Since the new rules for credit risk were likely to reduce the credit risk charge, this opened the door for operational risk, defined as the risk of losses resulting from inadequate or failed internal processes, people and systems or from external events; this definition included legal risk but excluded reputational and strategic risk.

Mainly due to the financial crisis of 2007–9, implementation of the Basel II guidelines across the globe met with delays and was rather spread out in time. Various further amendments and additions to the content of the original 2004 document were made. One important criticism of Basel II that emerged from the crisis was that it was inherently procyclical, in that it forced firms to take action to increase their capital ratios at exactly the wrong point in the business cycle, when their actions had a negative impact on the availability of liquidity and made the situation worse (see Section 1.3.3 for more discussion on this).
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**Basel 2.5.** One clear lesson from the crisis was that modern products like CDOs had opened up opportunities for regulatory arbitrage by transferring credit risk from the capital-intensive banking book (or loan book) to the less-capitalized trading book. Some enhancements to Basel II were proposed in 2009 with the aim of addressing the build-up of risk in the trading book that was evident during the crisis. These enhancements, which have come to be known as Basel 2.5, include a *stressed VaR* charge, based on calculating VaR from data for a twelve-month period of market turmoil, and the so-called *incremental risk charge*, which seeks to capture some of the default risk in trading book positions; there were also specific new rules for certain securitizations.

**The third Basel Accord.** In view of the failure of the Basel rules to prevent the 2007–9 crisis, the recognized deficiencies of Basel II mentioned above, and the clamour from the public and from politicians for regulatory action to make banks and the banking system safer, it is no surprise that attention quickly shifted to Basel III.

In 2011 a series of measures was proposed that would extend Basel II (and 2.5) in five main areas:

1. measures to increase the quality and amount of bank capital by changing the definition of key capital ratios and allowing countercyclical adjustments to these ratios in crises;
2. a strengthening of the framework for counterparty credit risk in derivatives trading, with incentives to use central counterparties (exchanges);
3. the introduction of a leverage ratio to prevent excessive leverage;
4. the introduction of various ratios that ensure that banks have sufficient funding liquidity;
5. measures to force systemically important banks to have even higher capacity to absorb losses.

Most of the new rules will be phased in progressively, with a target end date of 2019, although individual countries may impose stricter guidelines with respect to both schedule and content.

**Parallel developments in insurance regulation.** The insurance industry worldwide has also been subject to increasing risk regulation in recent times. However, here the story is more fragmented and there has been much less international coordination of efforts. The major exception has been the development of the Solvency II framework in the European Union, a process described in more detail below. As the most detailed and model intensive of the regulatory frameworks proposed, it serves as our main reference point for insurance regulation in this book. The development of the Solvency II framework is overseen by the European Insurance and Occupational Pensions Authority (EIOPA; formerly the Committee of European Insurance and Occupational Pensions Supervisors (CEIOPS)), but the implementation in individual
countries is a matter for national regulators, e.g. the Prudential Regulatory Authority in the UK.

In the US, insurance regulation has traditionally been a matter for state governments. The National Association of Insurance Commissioners (NAIC) provides support to insurance regulators from the individual states, and helps to promote the development of accepted regulatory standards and best practices; it is up to the individual states whether these are passed into law, and if so in what form. In the early 1990s the NAIC promoted the concept of risk-based capital for insurance companies as a response to a number of insolvencies in the preceding years; the NAIC describes risk-based capital as “a method of measuring the minimum amount of capital appropriate for a reporting entity to support its overall business operations in consideration of its size and profile”. The method, which is a rules-based approach rather than a model-based approach, has become the main plank of insurance regulation in the US.

Federal encroachment on insurance supervision has generally been resisted, although this may change due to a number of measures enacted after the 2007–9 crisis in the wide-ranging 2010 Dodd–Frank Act. These include the creation of both the Federal Insurance Office, to “monitor all aspects of the insurance sector”, and the Financial Stability Oversight Council, which is “charged with identifying risks to the financial stability of the United States” wherever they may arise in the world of financial services.

The International Association of Insurance Supervisors has been working to foster some degree of international convergence in the processes for regulating the capital adequacy of insurers. They have promoted the idea of the Own Risk and Solvency Assessment (ORSA). This has been incorporated into the Solvency II framework and has also been embraced by the NAIC in the US.

There are also ongoing initiatives that aim to bring about convergence of banking and insurance regulation, particularly with respect to financial conglomerates engaged in both banking and insurance business. The Joint Forum on Financial Conglomerates was established in early 1996 under the aegis of the Basel Committee, the International Association of Insurance Supervisors and the International Organization of Securities Commissions to take forward this work.

**From Solvency I to Solvency II.** Mirroring the progress in the banking sector, Solvency II is the latest stage in a process of regulatory evolution from simple and crude rules to a more risk-sensitive treatment of the capital requirements of insurance companies.

The first European Union non-life and life directives on solvency margins appeared around 1970. The solvency margin was defined as an extra capital buffer against unforeseen events such as higher than expected claims levels or unfavourable investment results. However, there were differences in the way that regulation was applied across Europe and there was a desire for more harmonization of regulation and mutual recognition.

Solvency I, which came into force in 2004, is a rather coarse rules-based framework calling for companies to have a minimum guarantee fund (minimal capital)
of €3 million, and a solvency margin consisting of 16–18% of non-life premiums together with 4% of the technical provisions for life. This has led to a single robust system that is easy to understand and inexpensive to monitor. However, on the negative side, it is mainly volume based, not explicitly risk based; issues like guarantees, embedded options and the proper matching of assets and liabilities are largely neglected in many countries.

To address these shortcomings, Solvency II was initiated in 2001 with the publication of the influential Sharma Report. While the Solvency II directive was adopted by the Council of the European Union and the European Parliament in November 2009, implementation of the framework is not expected until 1 January 2016. The process of refinement of the framework is managed by EIOPA, and one of the features of this process has been a series of quantitative impact studies in which companies have effectively tried out aspects of the proposals and information has been gathered with respect to the impact and practicability of the new regulations.

The goal of the Solvency II process is that the new framework should strengthen the capital adequacy regime by reducing the possibilities of consumer loss or market disruption in insurance; Solvency II therefore has both policyholder-protection and financial-stability motives. Moreover, it is also an aim that the harmonization of regulation in Europe should promote deeper integration of the European Union insurance market and the increased competitiveness of European insurers. A high-level description of the Solvency II framework is given in Section 1.3.2.

The Swiss Solvency Test (SST). Special mention should be made of Switzerland, which has already developed and implemented its own principles-based risk capital regulation for the insurance industry. The SST has been in force since 1 January 2011. It follows similar principles to Solvency II but differs in some details of its treatment of different types of risk; it also places more emphasis on the development of internal models. The implementation of the SST falls under the remit of the Swiss Financial Markets Supervisory Authority, a body formed in 2007 from the merger of the banking and insurance supervisors, which has statutory authority over banks, insurers, stock exchanges, collective investment schemes and other entities.

1.3 The Regulatory Framework

This section describes in more detail the framework that has emerged from the Basel process and the European Union solvency process.

1.3.1 The Basel Framework

As indicated in Section 1.2.2, the Basel framework should be regarded as the product of an evolutionary process. As this book goes to press, the Basel II and Basel 2.5 proposals have been implemented in many developed countries (with some variations in detail), while the proposals of Basel III are still being debated and refined. We sketch the framework as currently implemented, before indicating some of the proposed changes and additions to the framework in Basel III.
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The three-pillar concept. A key feature of the Basel framework is the three-pillar concept, as is apparent from the following statement summarizing the Basel philosophy, which accompanied the original Basel II publication (Basel Committee on Banking Supervision 2004):

The Basel II Framework sets out the details for adopting more risk-sensitive minimum capital requirements [Pillar 1] for banking organizations. The new framework reinforces these risk-sensitive requirements by laying out principles for banks to assess the adequacy of their capital and for supervisors to review such assessments to ensure banks have adequate capital to support their risks [Pillar 2]. It also seeks to strengthen market discipline by enhancing transparency in banks' financial reporting [Pillar 3]. The text that has been released today reflects the results of extensive consultations with supervisors and bankers worldwide. It will serve as the basis for national rule-making and approval processes to continue and for banking organizations to complete their preparations for the new Framework’s implementation.

Under Pillar 1, banks are required to calculate a minimum capital charge, referred to as regulatory capital. There are separate Pillar 1 capital charges for credit risk in the banking book, market risk in the trading book and operational risk, which are considered to be the main quantifiable risks. Most banks use internal models based on VaR methodology to compute the capital charge for market risk. For credit risk and operational risk banks may choose between several approaches of increasing risk sensitivity and complexity, some details of which are discussed below.

Pillar 2 recognizes that any quantitative approach to risk management should be embedded in a properly functioning corporate governance structure. Best-practice risk management imposes constraints on the organization of the institution, i.e. the board of directors, management, employees, and internal and external audit processes. In particular, the board of directors assumes the ultimate responsibility for oversight of the risk landscape and the formulation of the company’s risk appetite. Through Pillar 2, also referred to as the supervisory review process, local regulators review the various checks and balances that have been put in place. Under Pillar 2, residual quantifiable risks that are not included in Pillar 1, such as interest-rate risk in the banking book, must be considered and stress tests of a bank’s capital adequacy must be performed. The aim is to ensure that the bank holds capital in line with its true economic loss potential, a concept known as economic capital.

Finally, in order to fulfil its promise that increased regulation will increase transparency and diminish systemic risk, clear reporting guidelines on the risks carried by financial institutions are called for. Pillar 3 seeks to establish market discipline through a better public disclosure of risk measures and other information relevant to risk management. In particular, banks will have to offer greater insight into the adequacy of their capitalization.

Credit and market risk: the banking and trading books. Historically, banking activities have been organized around the banking book and the trading book, a split that
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reflects different accounting practices for different kinds of assets. The banking book contains assets that are *held to maturity*, such as loans; these are typically valued at book value, based on the original cost of the asset. The trading book contains assets and instruments that are *available to trade*; these are generally valued by *marking-to-market* (i.e. using quoted market prices). From a regulatory point of view, credit risk is mainly identified with the banking book and market risk is mainly identified with the trading book.

We have already noted that there are problems with this simple dichotomy and that the Basel 2.5 rules were introduced (partly) to account for the neglect of credit risk (default and rating-migration risk) in the trading book. There are also forms of market risk in the banking book, such as interest-rate risk and foreign-exchange risk. However, the Basel framework continues to observe the distinction between banking book and trading book and we will describe the capital charges in terms of the two books. It is clear that the distinction is somewhat arbitrary and rests on the concept of “available to trade”. Moreover, there can be incentives to “switch” or move instruments from one book to the other (particularly from the banking book to the trading book) to benefit from a more favourable capital treatment. This is acknowledged by the Basel Committee in its background discussion of the “Fundamental review of the trading book: a revised market risk framework” (Basel Committee on Banking Supervision 2013a):

The Committee believes that the definition of the regulatory boundary between the trading book and the banking book has been a source of weakness in the design of the current regime. A key determinant of the boundary has been banks’ self-determined intent to trade…. Coupled with large differences in capital requirements against similar types of risk on either side of the boundary, the overall capital framework proved susceptible to arbitrage before and during the crisis…. To reduce the incentives for arbitrage, the Committee is seeking a less permeable boundary with strict limits on switching between books and measures to prevent “capital benefit” in instances where switching is permitted.

*The capital charge for the banking book.* The credit risk of the banking book portfolio is assessed as the sum of *risk-weighted assets*: that is, the sum of notional exposures weighted by a coefficient reflecting the creditworthiness of the counterparty (the risk weight). To calculate risk weights, banks use either the *standardized* approach or one of the more advanced *internal-ratings-based* (IRB) approaches. The choice of method depends on the size and complexity of the bank, with the larger, international banks having to go for IRB approaches. The capital charge is determined as a fraction of the sum of risk-weighted assets in the portfolio. This fraction, known as the capital ratio, was 8% under Basel II but is already being increased ahead of the planned implementation of Basel III in 2019.

The standardized approach refers to a system that has been in place since Basel I, whereby the risk weights are prescribed by the regulator according to the nature and creditworthiness of the counterparty. For example, there are risk weights for...
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retail loans secured on property (mortgages) and for unsecured retail loans (such as credit cards and overdrafts); there are also different risk weights for corporate and government bonds with different ratings.

Under the more advanced IRB approaches, banks may dispense with the system of fixed risk weights provided by the regulator. Instead, they may make an internal assessment of the riskiness of a credit exposure, expressing this in terms of an estimated annualized probability of default and an estimated loss given default, which are used as inputs in the calculation of risk-weighted assets. The total sum of risk-weighted assets is calculated using formulas specified by the Basel Committee; the formulas also take into account the fact that there is likely to be positive correlation (sometimes called systematic risk) between the credit risks in the portfolio. The use of internally estimated probabilities of default and losses given default allows for increased risk sensitivity in the IRB capital charges compared with the standardized approach. It should be noted, however, that the IRB approaches do not permit fully internal models of credit risk in the banking book; they only permit internal estimation of inputs to a model that has been specified by the regulator.

The capital charge for the trading book. For market risk in the trading book there is also the option of a standardized approach based on a system of risk weights and specific capital charges for different kinds of instrument. However, most major banks elect to use an internal VaR model approach, as permitted by the 1996 amendment to Basel I. In Sections 2.2 and 9.2 of this book we give a detailed description of the VaR approach to trading book risk measurement. The approach is based on the estimation of a P&L distribution for a ten-day holding period and the estimation of a particular percentile of this distribution: the 99th percentile of the losses.

A ten-day VaR at 99% of $20 million therefore means that it is estimated that our market portfolio will incur a loss of $20 million or more with probability 1% by the end of a ten-day holding period, if the composition remains fixed over this period. The conversion of VaR numbers into an actual capital charge is accomplished by a formula that we discuss in Section 2.3.3.

The VaR calculation is the main component of risk quantification for the trading book, but the 2009 Basel 2.5 revision added further elements (see Basel Committee on Banking Supervision 2012, p. 10), including the following.

Stressed VaR: banks are required to carry out a VaR calculation essentially using the standard VaR methodology but calibrating their models to a historical twelve-month period of significant financial stress.

Incremental risk charge: Since default and rating-migration risk are not generally considered in the standard VaR calculation, banks must calculate an additional charge based on an estimate of the 99.9th percentile of the one-year distribution of losses due to defaults and rating changes. In making this calculation they may use internal models for credit risk (in contrast to the banking book) but must also take into account the market liquidity of credit-risky instruments.

For general queries, contact webmaster@press.princeton.edu
Securitizations: exposures to securitizations in the trading book are subject to a series of new capital charges that bring them more into line with equivalent exposures in the banking book.

The capital charge for operational risk. There are also options of increasing sophistication for assessing operational risk. Under the basic-indicator and standardized approaches, banks may calculate their operational risk charge using simple formulas based on gross annual income. Under the advanced measurement approach, banks may develop internal models. Basel is not prescriptive about the form of these models provided they capture the tail risk of extreme events; most such models are based on historical loss data (internal and external to the firm) and use techniques that are drawn from the actuarial modelling of general insurance losses. We provide more detail in Chapter 13.

New elements of Basel III. Under Basel III there will be a number of significant changes and additions to the Basel framework. While the detail of the new rules may change before final implementation in 2019, the main developments are now clear.

- Banks will need to hold both more capital and better-quality capital as a function of the risks taken. The “better quality” is achieved through a more restrictive definition of eligible capital (through more stringent definitions of Tier 1 and Tier 2 capital and the phasing out of Tier 3 capital); see Section 2.1.3 for more explanation of capital tiers. The “more” comes from the addition (on top of the minimum ratio of 8%) of a capital conservation buffer of 2.5% of risk-weighted assets, for building up capital in good times to absorb losses under stress, and a countercyclical buffer within the range 0–2.5%, in order to enhance the shock resilience of banks and limit expansion in periods of excessive credit growth. This leads to a total (Tier 1 plus Tier 2) ratio of up to 13%, compared with Basel II’s 8%. There will be a gradual phasing in of all these new ratios, with a target date for full implementation of 1 January 2019.

- A leverage ratio will be imposed to put a floor under the build-up of excessive leverage in the banking system. Leverage will essentially be measured through the ratio of Tier 1 capital to total assets. A minimum ratio of 3% is currently being tested but the precise definitions may well change as a result of testing experience and bank lobbying. The leverage limit will restrain the size of bank assets, regardless of their riskiness.

- The risk coverage of the system of capital charges is being extended, in particular to include a charge for counterparty credit risk. When counterparty credit risk is taken into account in the valuation of over-the-counter derivatives contract, the default-risk-free value has to be adjusted by an amount known as the credit value adjustment (CVA); see Section 17.2 for more explanation. There will now be a charge for changes in CVA.
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- Banks will become subject to liquidity rules; this is a completely new direction for the Basel framework, which has previously been concerned only with capital adequacy. A liquidity coverage ratio will be introduced to ensure that banks have enough highly liquid assets to withstand a period of net cash outflow lasting thirty days. A net stable funding ratio will ensure that sufficient funding is available in order to cover long-term commitments (exceeding one year).

It should also be mentioned that under an ongoing review of the trading book, the principle of risk quantification may change from one based on VaR (a percentile) to one based on expected shortfall (ES). For a given holding period, the ES at the 99% level, say, is the expected loss given that the loss is higher than the VaR at the 99% level over the same period. ES is a severity measure that always dominates the frequency measure VaR and gives information about the expected size of tail losses; it is also a measure with superior aggregation properties to VaR, as discussed in Section 2.3.5 and Chapter 8 (particularly Sections 8.1 and 8.4.4).

1.3.2 The Solvency II Framework

Below we give an outline of the Solvency II framework, which will come into force in the countries of the European Union on or before 1 January 2016.

Main features. In common with the Basel Accords, Solvency II adopts a three-pillar system, where the first pillar requires the quantification of regulatory capital requirements, the second pillar is concerned with governance and supervision, and the third pillar requires the disclosure of information to the public to improve market discipline by making it easier to compare the risk profiles of companies.

Under Pillar 1, a company calculates its solvency capital requirement, which is the amount of capital it should have to ensure that the probability of insolvency over a one-year period is no more than 0.5%—this is often referred to as a confidence level of 99.5%. The company also calculates a smaller minimum capital requirement, which is the minimum capital it should have to continue operating without supervisory intervention.

To calculate the capital requirements, companies may use either an internal model or a simpler standard formula approach. In either case the intention is that a total balance sheet approach is taken in which all risks and their interactions are considered. The insurer should have own funds (a surplus of assets over liabilities) that exceed both the solvency capital requirement and the minimum capital requirement. The assets and liabilities of the firm should be valued in a market-consistent manner.

The supervisory review of the company takes place under Pillar 2. The company must demonstrate that it has a risk-management system in place and that this system is integrated into decision-making processes, including the setting of risk appetite by the company’s board, and the formulation of risk limits for different business units. An internal model must pass the “use test”: it must be an integral part of the risk-management system and be actively used in the running of the firm. Moreover, a firm must undertake an ORSA as described below.
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*Market-consistent valuation.* In Solvency II the valuation must be carried out according to market-consistent principles. Where possible it should be based on actual *market values*, in a process known as *marking-to-market*. In a Solvency II glossary provided by the Comité Européen des Assurances and the Groupe Consultatif in 2007, market value is defined as:

> The amount for which an asset could be exchanged or a liability settled, between knowledgeable, willing parties in an arm’s length transaction, based on observable prices within an active, deep and liquid market which is available to and generally used by the entity.

The concept of market value is related to the concept of *fair value* in accounting, and the principles adopted in Solvency II valuation have been influenced by International Financial Reporting Standards (IFRS) accounting standards. When no relevant market values exist (or when they do not meet the quality criteria described by the concept of an “active, deep and liquid market”), then market-consistent valuation requires the use of models that are calibrated, as far as possible, to be consistent with financial market information, a process known as *marking-to-model*; we discuss these ideas in more detail in Section 2.2.2.

The market-consistent valuation of the liabilities of an insurer is possible when the cash flows paid to policyholders can be fully replicated by the cash flows generated by the so-called matching assets that are held for that purpose; the value of the liability is then given by the value of the *replicating portfolio* of matching assets. However, it is seldom the case that liabilities can be fully replicated and hedged; mortality risk is a good example of a risk factor that is difficult to hedge.

The valuation of the unhedgeable part of a firm’s liabilities is carried out by computing the sum of a *best estimate* of these liabilities (basically an expected value) plus an extra *risk margin* to cover some of the uncertainty in the value of the liability. The idea of the risk margin is that a third party would not be willing to take over the unhedgeable liability for a price set at the best estimate but would have to be further compensated for absorbing the additional uncertainty about the true value of the liability.

*Standard formula approach.* Under this approach an insurer calculates capital charges for different kinds of risk within a series of *modules*. There are modules, for example, for market risk, counterparty default risk, life underwriting risk, non-life underwriting risk and health insurance risk. The risk charges arising from these modules are aggregated to obtain the solvency capital requirement using a formula that involves a set of prescribed correlation parameters (see Section 8.4.2).

Within each module, the approach drills down to fundamental risk factors; for example, within the market-risk module, there are sub-modules relating to interest-rate risk, equity risk, credit-spread risk and other typical market-risk factors. Capital charges are calculated with respect to each risk factor by considering the effect of a series of defined stress scenarios on the value of net assets (assets minus liabilities). The stress scenarios are intended to represent 1-in-200-year events (i.e. events with an annual probability of 0.5%).

For general queries, contact webmaster@press.princeton.edu
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The capital charges for each risk factor are aggregated to obtain the module risk charge using a similar kind of formula to the one used at the highest level. Once again, a set of correlations expresses the regulatory view of dependencies between the effects of the fundamental risk factors. The details are complex and run to many pages, but the approach is simple and highly prescriptive.

**Internal-model approach.** Under this approach firms can develop an internal model for the financial and underwriting risk factors that affect their business; they may then seek regulatory approval to use this model in place of the standard formula. The model often takes the form of a so-called economic scenario generator in which risk-factor scenarios for a one-year period are randomly generated and applied to the assets and liabilities to determine the solvency capital requirement. Economic scenario generators vary greatly in their detail, ranging from simple distributional models to more sophisticated dynamic models in discrete or continuous time.

**ORSA.** In a 2008 Issues Paper produced by CEIOPS, the ORSA is described as follows:

The entirety of the processes and procedures employed to identify, assess, monitor, manage, and report the short and long term risks a (re)insurance undertaking faces or may face and to determine the own funds necessary to ensure that the undertaking’s overall solvency needs are met at all times.

The concept of an ORSA is not unique to Solvency II and a useful alternative definition has been provided by the NAIC in the US on its website:

In essence, an ORSA is an internal process undertaken by an insurer or insurance group to assess the adequacy of its risk management and current and prospective solvency positions under normal and severe stress scenarios. An ORSA will require insurers to analyze all reasonably foreseeable and relevant material risks (i.e., underwriting, credit, market, operational, liquidity risks, etc.) that could have an impact on an insurer’s ability to meet its policyholder obligations.

The Pillar 2 ORSA is distinguished from the Pillar 1 capital calculations in a number of ways. First, the definition makes clear that the ORSA refers to a process, or set of processes, and not simply an exercise in regulatory compliance. Second, each firm’s ORSA is its own process and is likely to be unique, since it is not bound by a common set of rules. In contrast, the standard-formula approach to Pillar 1 is clearly a uniform process for all companies; moreover, firms that seek internal-model approval for Pillar 1 are subject to very similar constraints.

Finally, the ORSA goes beyond the one-year time horizon (which is a limitation of Pillar 1) and forces firms to assess solvency over their business planning horizon, which can mean many years for typical long-term business lines, such as life insurance.
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1.3.3 Criticism of Regulatory Frameworks

The benefits arising from the regulation of financial services are not generally in doubt. Customer-protection acts, responsible corporate governance, fair and comparable accounting rules, transparent information on risk, capital and solvency for shareholders and clients are all viewed as positive developments.

Very few would argue the extreme position that the prudential regulatory frameworks we have discussed are not needed; in general, after a crisis, the demand (at least from the public and politicians) is for more regulation. Nevertheless, there are aspects of the regulatory frameworks that have elicited criticism, as we now discuss.

Cost and complexity. The cost factor of setting up a well-functioning risk-management system compliant with the present regulatory framework is significant, especially (in relative terms) for smaller institutions. On 27 March 2013, the Financial Times quoted Andrew Bailey (head of the Prudential Regulatory Authority in the UK) as saying that Solvency II compliance was set to cost UK companies at least £3 billion, a “frankly indefensible” amount. Related to the issue of cost is the belief that regulation, in its attempt to become more risk sensitive, is becoming too complex; this theme is taken up by the Basel Committee in their 2013 discussion paper entitled “The regulatory framework: balancing risk sensitivity, simplicity and comparability” (Basel Committee on Banking Supervision 2013b).

Endogenous risk. In general terms, this refers to the risk that is generated within a system and amplified by the system due to feedback effects. Regulation, a feature of the system, may be one of the channels by which shocks are amplified.

Regulation can lead to risk-management herding, whereby institutions following similar (perhaps VaR-based) rules may all be “running for the same exit” in times of crisis, consequently destabilizing an already precarious situation even further. This herding phenomenon has been suggested in connection with the 1987 stock market crash and the events surrounding the 1998 LTCM crisis (Danielsson et al. 2001b).

An even more compelling example was observed during the 2007–9 crisis; to comply with regulatory capital ratios in a market where asset values were falling and risks increasing, firms adjusted their balance sheets by selling assets, causing further asset value falls and vanishing market liquidity. This led to criticism of the inherently procyclical nature of the Basel II regulation, whereby capital requirements may rise in times of stress and fall in times of expansion; the Basel III proposals attempt to address this issue with a countercyclical capital buffer.

Consequences of fair-value accounting and market-consistent valuation. The issue of procyclicality is also related to the widespread use of fair-value accounting and market-consistent valuation, which are at the heart of both the Basel rules for the trading book and the Solvency II framework. The fact that capital requirements are so closely coupled to volatile financial markets has been another focus of criticism.

An example of this is the debate around the valuation of insurance liabilities in periods of market stress. A credit crisis, of the kind experienced in 2007–9, can impact the high-quality corporate bonds that insurance companies hold on the asset
side of their balance sheets. The relative value of corporate bonds compared with safe government bonds can fall sharply as investors demand more compensation for taking on both the credit risk and, in particular, the liquidity risk of corporate bonds.

The effect for insurers is that the value of their assets falls relative to the value of their liabilities, since the latter are valued by comparing cash flows with safe government bonds. At a particular point in time, an insurer may appear to have insufficient capital to meet solvency capital requirements. However, if an insurer has matched its asset and liability cash flows and can continue to meet its contractual obligations to policyholders, the apparent depletion of capital may not be a problem; insurance is a long-term business and the insurer has no short-term need to sell assets or offload liabilities, so a loss of capital need not be realized unless some of the bonds actually default.

Regulation that paints an unflattering picture of an insurer’s solvency position is not popular with regulated firms. Firms have argued that they should be able to value liabilities at a lower level, by comparing the cash flows not with expensive government bonds but instead with the corporate bonds that are actually used as matching assets, making allowance only for the credit risk in corporate bonds. This has given rise to the idea of discounting with an extra illiquidity premium, or matching premium, above a risk-free rate. There has been much debate about this issue between those who feel that such proposals undermine market-consistent valuation and those who believe that strict adherence to market-consistent valuation overstates risk and has potential systemic consequences (see, for example, Wüthrich 2011).

**Limits to quantification.** Further criticism has been levelled at the highly quantitative nature of regulation and the extensive use of mathematical and statistical methods. The section on “Misplaced reliance on sophisticated mathematics” in the Turner Review of the global banking crisis (Lord Turner 2009) states that:

> The very complexity of the mathematics used to measure and manage risk, moreover, made it increasingly difficult for top management and boards to assess and exercise judgement over the risk being taken. Mathematical sophistication ended up not containing risk, but providing false assurances that other prima facie indicators of increasing risk (e.g. rapid credit extension and balance sheet growth) could be safely ignored.

This idea that regulation can lead to overconfidence in the quality of statistical risk measures is related to the view that the essentially backward-looking nature of estimates derived from historical data is a weakness. The use of conventional VaR-based methods has been likened to driving a car while looking in the rear-view mirror, the idea being that this is of limited use in preparing for the shocks that lie ahead.

The extension of the quantitative approach to operational risk has been controversial. Whereas everyone agrees that risks such as people risk (e.g. incompetence,
fraud), process risk (e.g. model, transaction and operational control risk), technology risk (e.g. system failure, programming error) and legal risk are important, there is much disagreement on the extent to which these risks can be measured.

Limits to the efficacy of regulation. Finally, there is some debate about whether or not tighter regulation can ever prevent the occurrence of crises like that of 2007–9. The sceptical views of central bankers and regulatory figures were reported in the *Economist* in an article entitled “The inevitability of instability” (25 January 2014) (see also Prates 2013). The article suggests that “rules are constantly overtaken by financial innovation” and refers to the economist J. K. Galbraith (1993), who wrote:

> All financial innovation involves, in one form or another, the creation of debt secured in greater or lesser adequacy by real assets…. All crises have involved debt that, in one fashion or another, has become dangerously out of scale in relation to the underlying means of payment.

Tightening up the capital treatment of securitizations may prevent a recurrence of the events surrounding the 2007–9 crisis, but, according to the sceptical view, it will not prevent different forms of debt-fuelled crisis in the future.

1.4 Why Manage Financial Risk?

An important issue that we have barely touched upon is the reason for investing in risk management in the first place. This question can be addressed from various perspectives, including those of the customer of a financial institution, its shareholders, its management, its board of directors, regulators, politicians, or the general public; each of these stakeholders may have a different view. In the selective account we give here, we focus on two viewpoints: that of society as a whole, and that of the shareholders (owners) of a firm.

1.4.1 A Societal View

Modern society relies on the smooth functioning of banking and insurance systems, and it has a collective interest in the stability of such systems. The regulatory process that has given us the Basel and Solvency II frameworks was initially motivated by the desire to prevent the insolvency of individual institutions, thus protecting customers and policyholders; this is sometimes referred to as a microprudential approach. However, the reduction of systemic risk—the danger that problems in a single financial institution may spill over and, in extreme situations, disrupt the normal functioning of the entire financial system—has become an important secondary focus, particularly since the 2007–9 crisis. Regulation therefore now also takes a macroprudential perspective.

Most members of society would probably agree that protection of customers against the failure of an individual firm is an important aim, and there would be widespread agreement that the promotion of financial stability is vital. However, it is not always clear that the two aims are well aligned. While there are clearly situations where the failure of one company may lead to spillover effects that result
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in a systemic crisis, there may also be situations where the long-term interests of financial stability are better served by allowing a company to fail: it may provide a lesson in the importance of better risk management for other companies. This issue is clearly related to the systemic importance of the company in question: in other words, to its size and the extent of its connectivity to other firms. But the recognition that there may be firms that are too important or are too big to fail creates a moral hazard, since the management of such a firm may take more risk in the knowledge that the company would be bailed out in a crisis. Of course, it may be the case that in some countries some institutions are also too big to save.

The 2007–9 crisis provided a case study that brought many of these issues to the fore. As we noted in our account of the crisis in Section 1.2, it was initially believed that the growth in securitization was dispersing credit risk throughout the system and was beneficial to financial stability. But the warehousing of vast amounts of inadequately capitalized credit risk (in the form of CDOs) in trading books, combined with the interconnectedness of banks through derivatives and interbank lending activities, meant that quite the opposite was true. The extent of the systemic risk that had been accumulating became apparent when Lehman Brothers filed for bankruptcy on 15 September 2008 and governments intervened to bail out the banks.

It was the following phase of the crisis during which society suffered. The world economy went into recession, households defaulted on their debts, and savings and pensions were hit hard. The crisis moved “from Wall Street to Main Street”. Naturally, this led to resentment as banking remained a highly rewarded profession and it seemed that the government-sponsored bailouts had allowed banks “to privatize their gains and socialize their losses”.

There has been much debate since the crisis on whether the US government could have intervened to save Lehman, as it did for other firms such as AIG. In the Financial Times on 14 September 2009, the historian Niall Ferguson wrote:

Like the executed British admiral in Voltaire’s famous phrase, Lehman had to die pour encourager les autres—to convince the other banks that they needed injections of public capital, and to convince the legislature to approve them. Not everything in history is inevitable; contingencies abound. Sometimes it is therefore right to say “if only”. But an imagined rescue of Lehman Brothers is the wrong counterfactual. The right one goes like this. If only Lehman’s failure and the passage of TARP had been followed—not immediately, but after six months—by a clear statement to the surviving banks that none of them was henceforth too big to fail, then we might actually have learnt something from this crisis.

While it is difficult to speak with authority for “society”, the following conclusions do not seem unreasonable. The interests of society are served by enforcing the discipline of risk management in financial firms, through the use of regulation. Better risk management can reduce the risk of company failure and protect customers and policyholders who stand in a very unequal financial relationship with large firms. However, the regulation employed must be designed with care and should not promote herding, procyclical behaviour or other forms of endogenous risk that could
result in a systemic crisis with far worse implications for society than the failure of a single firm. Individual firms need to be allowed to fail on occasion, provided customers can be shielded from the worst consequences through appropriate compensation schemes. A system that allows firms to become too big to fail creates moral hazard and should be avoided.

1.4.2 The Shareholder’s View

It is widely believed that proper financial risk management can increase the value of a corporation and hence shareholder value. In fact, this is the main reason why corporations that are not subject to regulation by financial supervisory authorities engage in risk-management activities. Understanding the relationship between shareholder value and financial risk management also has important implications for the design of risk-management systems. Questions to be answered include the following.

- When does risk management increase the value of a firm, and which risks should be managed?
- How should risk-management concerns factor into investment policy and capital budgeting?

There is a rather extensive corporate-finance literature on the issue of “corporate risk management and shareholder value”. We briefly discuss some of the main arguments. In this way we hope to alert the reader to the fact that there is more to risk management than the mainly technical questions related to the implementation of risk-management strategies dealt with in the core of this book.

The first thing to note is that from a corporate-finance perspective it is by no means obvious that in a world with perfect capital markets risk management enhances shareholder value: while individual investors are typically risk averse and should therefore manage the risk in their portfolios, it is not clear that risk management or risk reduction at the corporate level, such as hedging a foreign-currency exposure or holding a certain amount of risk capital, increases the value of a corporation. The rationale for this (at first surprising) observation is simple: if investors have access to perfect capital markets, they can do the risk-management transactions they deem necessary via their own trading and diversification. The following statement from the chief investment officer of an insurance company exemplifies this line of reasoning: “If our shareholders believe that our investment portfolio is too risky, they should short futures on major stock market indices.”

The potential irrelevance of corporate risk management for the value of a corporation is an immediate consequence of the famous Modigliani–Miller Theorem (Modigliani and Miller 1958). This result, which marks the beginning of modern corporate-finance theory, states that, in an ideal world without taxes, bankruptcy costs and informational asymmetries, and with frictionless and arbitrage-free capital markets, the financial structure of a firm, and hence also its risk-management decisions, are irrelevant when assessing the firm’s value. Hence, in order to find reasons for corporate risk management, one has to “turn the Modigliani–Miller Theorem upside down” and identify situations where risk management enhances...
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the value of a firm by deviating from the unrealistically strong assumptions of the theorem. This leads to the following rationales for risk management.

- Risk management can reduce tax costs. Under a typical tax regime the amount of tax to be paid by a corporation is a convex function of its profits; by reducing the variability in a firm’s cash flow, risk management can therefore lead to a higher expected after-tax profit.

- Risk management can be beneficial, since a company may (and usually will) have better access to capital markets than individual investors.

- Risk management can increase firm value in the presence of bankruptcy costs, as it makes bankruptcy less likely.

- Risk management can reduce the impact of costly external financing on the firm value, as it facilitates the achievement of optimal investment.

The last two points merit a more detailed discussion. Bankruptcy costs consist of direct bankruptcy costs, such as the cost of lawsuits, and the more important indirect bankruptcy costs. The latter may include liquidation costs, which can be substantial in the case of intangibles like research and development and knowhow. This is why high research and development spending appears to be positively correlated with the use of risk-management techniques. Moreover, increased likelihood of bankruptcy often has a negative effect on key employees, management and customer relations, in particular in areas where a client wants a long-term business relationship. For instance, few customers would want to enter into a life insurance contract with an insurance company that is known to be close to bankruptcy. On a related note, banks that are close to bankruptcy might be faced with the unpalatable prospect of a bank run, where depositors try to withdraw their money simultaneously. A further discussion of these issues is given in Altman (1993).

It is a “stylized fact” of corporate finance that for a corporation, external funds are more costly to obtain than internal funds, an observation which is usually attributed to problems of asymmetric information between the management of a corporation and bond and equity investors. For instance, raising external capital from outsiders by issuing new shares might be costly if the new investors, who have incomplete information about the economic prospects of a firm, interpret the share issue as a sign that the firm is overvalued. This can generate a rationale for risk management for the following reason: without risk management the increased variability of a company’s cash flow will be translated either into an increased variability of the funds that need to be raised externally or to an increased variability in the amount of investment. With increasing marginal costs of raising external capital and decreasing marginal profits from new investment, we are left with a decrease in (expected) profits. Proper risk management, which amounts to a smoothing of the cash flow generated by a corporation, can therefore be beneficial. For references to the literature see Notes and Comments below.
1.5 Quantitative Risk Management

The aim of this chapter has been to place QRM in a larger historical, regulatory and even societal framework, since a study of QRM without a discussion of its proper setting and motivation makes little sense. In the remainder of the book we adopt a somewhat narrower view and treat QRM as a quantitative science that uses the language of mathematics in general, and of probability and statistics in particular.

In this section we discuss the relevance of the Q in QRM, describe the quantitative modelling challenge that we have attempted to meet in this book, and end with thoughts on where QRM may lead in the future.

1.5.1 The Q in QRM

In Section 1.2.1 we discussed the view that the use of advanced mathematical modelling and valuation techniques has been a contributory factor in financial crises, particularly those attributed to derivative products, such as CDOs in the 2007–9 crisis. We have also referred to criticism of the quantitative, statistical emphasis of the modern regulatory framework in Section 1.3.3. These arguments must be taken seriously, but we believe that it is neither possible nor desirable to remove the quantitative element from risk management.

Mathematics and statistics provide us with a suitable language and appropriate concepts for describing financial risk. This is clear for complex financial products such as derivatives, which cannot be valued and handled without mathematical models. But the need for quantitative modelling also arises for simpler products, such as a book of mortgages for retail clients. The main risk in managing such a book is the occurrence of disproportionately many defaults: a risk that is directly related to the dependence between defaults (see Chapter 11 for details). In order to describe this dependence, we need mathematical concepts from multivariate statistics, such as correlations or copulas; if we want to carry out a simulation study of the behaviour of the portfolio under different economic scenarios, we need a mathematical model that describes the joint distribution of default events; if the portfolio is large, we will also need advanced simulation techniques to generate the relevant scenarios efficiently.

Moreover, mathematical and statistical methods can do better than they did in the 2007–9 crisis. In fact, providing concepts, techniques and tools that address some of the weaker points of current methodology is a main theme of our text and we come back to this point in the next section.

There is a view that, instead of using mathematical models, there is more to be learned about risk management through a qualitative analysis of historical case studies and the formulation of narratives. What is often overlooked by the non-specialist is that mathematical models are themselves nothing more than narratives, albeit narratives couched in a precise symbolic language. Addressing the question “What is mathematics?”, Gale and Shapley (1962) wrote: “Any argument which is carried out with sufficient precision is mathematical.” Lloyd Shapley went on to win the 2012 Nobel Memorial Prize in Economic Science.
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It is certainly true that mathematical methods can be misused. Mathematicians are very well aware that a mathematical result has not only a conclusion but, equally importantly, certain conditions under which it holds. Statisticians are well aware that inductive reasoning on the basis of models relies on the assumption that these conditions hold in the real world. This is especially true in economics, which as a social science is concerned with phenomena that are not easily described by clear mathematical or physical laws. By starting with questionable assumptions, models can be used (or manipulated) to deliver bad answers. In a talk on 20 March 2009, the economist Roger Guesnerie said, “For this crisis, mathematicians are innocent . . . and this in both meanings of the word.” The implication is that quantitative risk managers must become more worldly about the ways in which models are used. But equally, the regulatory system needs to be more vigilant about the ways in which models can be gamed and the institutional pressures that can circumvent the best intentions of prudent quantitative risk managers.

We are firmly of the opinion—an opinion that has only been reinforced by our study of financial crises—that the Q in QRM is an essential part of the process. We reject the idea that the Q is part of the problem, and we believe that it remains (if applied correctly and honestly) a part of the solution to managing risk. In summary, we strongly agree with Shreve (2008), who said:

Don’t blame the quants. Hire good ones instead and listen to them.

1.5.2 The Nature of the Challenge

When we began this book project we set ourselves the task of defining a new discipline of QRM. Our approach to this task has had two main strands. On the one hand, we have attempted to put current practice onto a firmer mathematical footing, where, for example, concepts like P&L distributions, risk factors, risk measures, capital allocation and risk aggregation are given formal definitions and a consistent notation. In doing this we have been guided by the consideration of what topics should form the core of a course on QRM for a wide audience of students interested in risk-management issues; nonetheless, the list is far from complete and will continue to evolve as the discipline matures. On the other hand, the second strand of our endeavour has been to put together material on techniques and tools that go beyond current practice and address some of the deficiencies that have been repeatedly raised by critics. In the following paragraphs we elaborate on some of these issues.

Extremes matter. A very important challenge in QRM, and one that makes it particularly interesting as a field for probability and statistics, is the need to address unexpected, abnormal or extreme outcomes, rather than the expected, normal or average outcomes that are the focus of many classical applications. This is in tune with the regulatory view expressed by Alan Greenspan in 1995 at the Joint Central Bank Research Conference:

From the point of view of the risk manager, inappropriate use of the normal distribution can lead to an understatement of risk, which must be
balanced against the significant advantage of simplification. From the central bank’s corner, the consequences are even more serious because we often need to concentrate on the left tail of the distribution in formulating lender-of-last-resort policies. Improving the characterization of the distribution of extreme values is of paramount importance.

While the quote is older, the same concern about underestimation of extremes is raised in a passage in the Turner Review (Lord Turner 2009):

Price movements during the crisis have often been of a size whose probability was calculated by models (even using longer-term inputs) to be almost infinitesimally small. This suggests that the models systematically underestimated the chances of small probability high impact events. . . . It is possible that financial market movements are inherently characterized by fat-tail distributions. VaR models need to be buttressed by the application of stress test techniques which consider the impact of extreme movements beyond those which the model suggests are at all probable.

Much space in our book is devoted to models for financial risk factors that go beyond the normal (or Gaussian) model and attempt to capture the related phenomena of heavy or fat tails, excess volatility and extreme values.

The interdependence and concentration of risks. A further important challenge is presented by the multivariate nature of risk. Whether we look at market risk or credit risk, or overall enterprise-wide risk, we are generally interested in some form of aggregate risk that depends on high-dimensional vectors of underlying risk factors, such as individual asset values in market risk or credit spreads and counterparty default indicators in credit risk.

A particular concern in our multivariate modelling is the phenomenon of dependence between extreme outcomes, when many risk factors move against us simultaneously. In connection with the LTCM case (see Section 1.2.1) we find the following quote in Business Week (September 1998):

Extreme, synchronized rises and falls in financial markets occur infrequently but they do occur. The problem with the models is that they did not assign a high enough chance of occurrence to the scenario in which many things go wrong at the same time—the “perfect storm” scenario.

In a perfect storm scenario the risk manager discovers that portfolio diversification arguments break down and there is much more of a concentration of risk than had been imagined. This was very much the case with the 2007–9 crisis: when borrowing rates rose, bond markets fell sharply, liquidity disappeared and many other asset classes declined in value, with only a few exceptions (such as precious metals and agricultural land), a perfect storm was created.

We have mentioned (see Section 1.2.1) the notorious role of the Gauss copula in the 2007–9 financial crisis. An April 2009 article in the Economist, with the title...
“In defence of the Gaussian copula”, evokes the environment at the time of the securitization boom:

By 2001, correlation was a big deal. A new fervour was gripping Wall Street—one almost as revolutionary as that which had struck when the Black–Scholes model brought about the explosion in stock options and derivatives in the early 1980s. This was structured finance, the culmination of two decades of quants on Wall Street…. The problem, however, was correlation. The one thing any off-balance-sheet securitisation could not properly capture was the interrelatedness of all the hundreds of thousands of different mortgage loans they owned.

The Gauss copula appeared to solve this problem by offering a model for the correlated times of default of the loans or other credit-risky assets; the perils of this approach later became clear. In fact, the Gauss copula is not an example of the use of oversophisticated mathematics; it is a relatively simple model that is difficult to calibrate reliably to available market information. The modelling of dependent credit risks, and the issue of model risk in that context, is a subject we look at in some detail in our treatment of credit risk.

The problem of scale. A further challenge in QRM is the typical scale of the portfolios under consideration; in the most general case, a portfolio may represent the entire position in risky assets of a financial institution. Calibration of detailed multivariate models for all risk factors is an almost impossible task, and any sensible strategy must involve dimension reduction; that is to say, the identification of key risk drivers and a concentration on modelling the main features of the overall risk landscape.

In short, we are forced to adopt a fairly broad-brush approach. Where we use econometric tools, such as models for financial return series, we are content with relatively simple descriptions of individual series that capture the main phenomenon of volatility, and which can be used in a parsimonious multivariate factor model. Similarly, in the context of portfolio credit risk, we are more concerned with finding suitable models for the default dependence of counterparties than with accurately describing the mechanism for the default of an individual, since it is our belief that the former is at least as important as the latter in determining the risk of a large diversified portfolio.

Interdisciplinarity. Another aspect of the challenge of QRM is the fact that ideas and techniques from several existing quantitative disciplines are drawn together. When one considers the ideal education for a quantitative risk manager of the future, then a combined quantitative skill set should undoubtedly include concepts, techniques and tools from such fields as mathematical finance, statistics, financial econometrics, financial economics and actuarial mathematics. Our choice of topics is strongly guided by a firm belief that the inclusion of modern statistical and econometric techniques and a well-chosen subset of actuarial methodology are essential for the establishment of best-practice QRM. QRM is certainly not just about financial mathematics and derivative pricing, important though these may be.
Communication and education. Of course, the quantitative risk manager operates in an environment where additional non-quantitative skills are equally important. Communication is certainly an important skill: risk professionals, by the definition of their duties, will have to interact with colleagues with diverse training and backgrounds, at all levels of their organization. Moreover, a quantitative risk manager has to familiarize him or herself quickly with all-important market practice and institutional details. A certain degree of humility will also be required to recognize the role of QRM in a much larger picture.

A lesson from the 2007–9 crisis is that improved education in QRM is essential; from the front office to the back office to the boardroom, the users of models and their outputs need to be better trained to understand model assumptions and limitations. This task of educating users is part of the role of a quantitative risk manager, who should ideally have (or develop) the pedagogical skills to explain methods and conclusions to audiences at different levels of mathematical sophistication.

1.5.3 QRM Beyond Finance

The use of QRM technology is not restricted to the financial services industry, and similar developments have taken place, or are taking place, in other sectors of industry. Some of the earliest applications of QRM are to be found in the manufacturing industry, where similar concepts and tools exist under names like reliability or total quality control. Industrial companies have long recognized the risks associated with bringing faulty products to the market. The car manufacturing industry in Japan, in particular, was an early driving force in this respect.

More recently, QRM techniques have been adopted in the transport and energy industries, to name but two. In the case of energy, there are obvious similarities with financial markets: electrical power is traded on energy exchanges; derivatives contracts are used to hedge future price uncertainty; companies optimize investment portfolios combining energy products with financial products; some Basel methodology can be applied to modelling risk in the energy sector. However, there are also important dissimilarities due to the specific nature of the industry; most importantly, there are the issues of the cost of storage and transport of electricity as an underlying commodity, and the necessity of modelling physical networks including the constraints imposed by the existence of national boundaries and quasi-monopolies.

There are also markets for environmental emission allowances. For example, the Chicago Climate Futures Exchange offers futures contracts on sulphur dioxide emissions. These are traded by industrial companies producing the pollutant in their manufacturing process, and they force such companies to consider the cost of pollution as a further risk in their risk landscape.

A natural consequence of the evolution of QRM thinking in different industries is an interest in the transfer of risks between industries; this process is known as alternative risk transfer. To date the best examples of risk transfer are between the insurance and banking industries, as illustrated by the establishment of catastrophe futures by the Chicago Board of Trade in 1992. These came about in the wake of Hurricane Andrew, which caused $20 billion of insured losses on the East Coast of
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the US. While this was a considerable event for the insurance industry in relation to overall reinsurance capacity, it represented only a drop in the ocean compared with the daily volumes traded worldwide on financial exchanges. This led to the recognition that losses could be covered in future by the issuance of appropriately structured bonds with coupon streams and principal repayments dependent on the occurrence or non-occurrence of well-defined natural catastrophe events, such as storms and earthquakes.

A speculative view of where these developments may lead is given by Shiller (2003), who argues that the proliferation of risk-management thinking coupled with the technological sophistication of the twenty-first century will allow any agent in society, from a company to a country to an individual, to apply QRM methodology to the risks they face. In the case of an individual this may be the risk of unemployment, depreciation in the housing market or investment in the education of children.

Notes and Comments

The language of probability and statistics plays a fundamental role throughout this book, and readers are expected to have a good knowledge of these subjects. At the elementary level, Rice (1995) gives a good first introduction to both. More advanced texts in probability and stochastic processes are Williams (1991), Resnick (1992) and Rogers and Williams (1994); the full depth of these texts is certainly not required for the understanding of this book, though they provide excellent reading material for more mathematically sophisticated readers who also have an interest in mathematical finance. Further recommended texts on statistical inference include Casella and Berger (2002), Bickel and Doksum (2001), Davison (2003) and Lindsey (1996).

In our discussion of risk and randomness in Section 1.1.1 we mentioned Knight (1921) and Keynes (1920), whose classic texts are very much worth revisiting. Knightian uncertainty refers to uncertainty that cannot be measured and is sometimes contrasted with risks that can be measured using probability. This relates to the more recent idea of a Black Swan event, a term popularized in Taleb (2007) but introduced in Taleb (2001). Black swans were believed to be imaginary creatures until the European exploration of Australia and the name is applied to unprecedented and unpredictable events that challenge conventional beliefs and models. Donald Rumsfeld, a former US Secretary of Defense, referred to “unknown unknowns” in a 2002 news briefing on the evidence for the presence of weapons of mass destruction in Iraq.

An excellent text on the history of risk and probability with financial applications in mind is Bernstein (1998). We also recommend Shiller (2012) for more on the societal context of financial risk management. A thought-provoking text addressing risk on Wall Street from a historical perspective is Brown (2012).

For the mathematical reader looking to acquire more knowledge about the relevant economics we recommend Mas-Colell, Whinston and Green (1995) for microeconomics, Campbell, Lo and MacKinlay (1997) or Gouriéroux and Jasiak (2001) for econometrics, and Brealey and Myers (2000) for corporate finance. From the
vast literature on options, an entry-level text for the general reader is Hull (2014). At a more mathematical level we like Bingham and Kiesel (2004), Musiela and Rutkowski (1997), Shreve (2004a) and Shreve (2004b). One of the most readable texts on the basic notion of options is Cox and Rubinstein (1985). For a rather extensive list of the kind of animals to be found in the zoological garden of derivatives, see, for example, Haug (1998).

There are several texts on the spectacular losses that occurred as the result of speculative trading and the careless use of derivatives. For a historical overview of financial crises, see Reinhart and Rogoff (2009), as well as the much earlier Galbraith (1993) and Kindleberger (2000). Several texts exist on more recent crises; we list only a few. The LTCM case is well documented in Dunbar (2000), Lowenstein (2000) and Jorion (2000), the latter particularly focusing on the technical risk-measurement issues involved. Boyle and Boyle (2001) give a very readable account of the Orange County, Barings and LTCM stories (see also Jacque 2010). For the Equitable Life case see the original Penrose Report, published by the UK government (Lord Penrose 2004), or an interesting paper by Roberts (2012). Many books have emerged on the 2007–9 crisis; early warnings are well summarized, under Greenspan’s memorable “irrational exuberance” phrase, in a pre-crisis book by Shiller (2000), and the post-mortem by the same author is also recommended (Shiller 2008).

An overview of options embedded in life insurance products is given in Dillmann (2002), guarantees are discussed in detail in Hardy (2003), and Briys and de Varenne (2001) contains an excellent account of risk-management issues facing the (life) insurance industry. For risk-management and valuation issues underlying life insurance, see Koller (2011) and Møller and Steffensen (2007). Market-consistent actuarial valuation is discussed in Wüthrich, Bühlmann and Furrer (2010).

The historical development of banking regulation is well described in Crouhy, Galai and Mark (2001) and Steinherr (1998). For details of the current rules and regulations coming from the Basel Committee, see its website at www.bis.org/bcbs. Besides copies of the various accords, one can also find useful working papers, publications and comments written by stakeholders on the various consultative packages. For Solvency II and the Swiss Solvency Test, many documents are to be found on the web. Comprehensive textbook accounts are Sandström (2006) and Sandström (2011), and a more technical treatment is found in Wüthrich and Merz (2013). The complexity of risk-management methodology in the wake of Basel II is critically addressed by Hawke (2003), from his perspective as US Comptroller of the Currency. Among the numerous texts written after the 2007–9 crisis, we found all of Rochet (2008), Shin (2010), Dewatripont, Rochet and Tirole (2010) and Bénéplanc and Rochet (2011) useful. For a discussion of issues related to the use of fair-value accounting during the financial crisis, see Ryan (2008).

For a very detailed overview of relevant practical issues underlying risk management, we again strongly recommend Crouhy, Galai and Mark (2001). A text stressing the use of VaR as a risk measure and containing several worked examples is Jorion (2007), whose author also has a useful teaching manual on the same subject.
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For a comprehensive discussion of the management of bank capital given regulatory constraints, see Matten (2000), Klaassen and van Eeghen (2009) and Admati and Hellwig (2013). Graham and Rogers (2002) contains a discussion of risk management and tax incentives. A formal account of the Modigliani–Miller Theorem and its implications can be found in many textbooks on corporate finance: a standard reference is Brealey and Myers (2000), and de Matos (2001) gives a more theoretical account from the perspective of modern financial economics. Both texts also discuss the implications of informational asymmetries between the various stakeholders in a corporation. Formal models looking at risk management from a corporate-finance angle are to be found in Froot and Stein (1998), Froot, Scharfstein and Stein (1993) and Stulz (1996, 2002). For a specific discussion on corporate-finance issues in insurance, see Froot (2007) and Hancock, Huber and Koch (2001).

There are several studies on the use of risk-management techniques for non-financial firms (see, for example, Bodnar, Hayt and Marston 1998; Geman 2005, 2009). Two references in the area of the reliability of industrial processes are Bedford and Cooke (2001) and Does, Roes and Trip (1999). Interesting edited volumes on alternative risk transfer are Shimpi (2001), Barrieu and Albertini (2009) and Kiesel, Scherer and Zagst (2010); a detailed study of model risk in the alternative risk transfer context is Schmock (1999). An area we have not mentioned so far in our discussion of QRM in the future is that of real options. A real option is the right, but not the obligation, to take an action (e.g. deferring, expanding, contracting or abandoning) at a predetermined cost called the exercise price. The right holds for a predetermined period of time—the life of the option. This definition is taken from Copeland and Antikarov (2001). Examples of real options discussed in the latter are the valuation of an internet project and of a pharmaceutical research and development project. A further useful reference is Brennan and Trigeorgis (1999).

A well-written critical view of the failings of the standard approach to risk management is given in Rebonato (2007). And finally, for an entertaining text on the biology of the much criticized “homo economicus”, we like Coates (2012).
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compound distribution
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definition, 74
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countermonotonicity, 237
credit risk models, 487
using factor copulas, see also factor copula models, i, 488
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estimation, 265
maximum likelihood, 270
method using rank correlations, 266
equations, 225
Clayton, see Clayton copula
Frank, 259
Galambos, 585
Gaussian, see Gauss copula
generalized Clayton, 259
grouped t, 257
Gumbel, see Gumbel copula
skewed t, 257
t copula, see t copula
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families
Archimedean, see Archimedean copulas
extreme value, see extreme value copulas
limiting threshold copulas, see threshold copulas
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Sklar’s Theorem, 222
survival copulas, 232
correlation, 175, 238
attainable range for fixed margins, 241
conditional, 89
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function, 539
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LGD (loss given default), 373
management of, 366
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regulatory treatment, 455
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equicorrelation matrix, 207, 235
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EVT, see extreme value theory
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modelling
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Galambos, 585
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extreme value theory
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data issues, 509
regulatory treatment, 24, 503
operational time, 408
ORSA (own risk and solvency assessment), 19, 27
orthogonal GARCH model, 556
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peaks-over-threshold model, see POT model
percentile (as risk measure), 23, 64
physical measure, 55
Pickands–Balkema–de Haan Theorem, 149
point processes, 164, 165
counting processes, 527
of exceedances, 166
Poisson point process, 165
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<td></td>
</tr>
<tr>
<td>drawdowns, 78</td>
<td></td>
</tr>
<tr>
<td>expected shortfall, see expected shortfall</td>
<td></td>
</tr>
<tr>
<td>expectile, 290</td>
<td></td>
</tr>
<tr>
<td>Fischer premium principle, 77</td>
<td></td>
</tr>
<tr>
<td>generalized scenario, 63</td>
<td></td>
</tr>
<tr>
<td>partial moments, 69</td>
<td></td>
</tr>
<tr>
<td>semivariance, 69</td>
<td></td>
</tr>
<tr>
<td>stress test, 279</td>
<td></td>
</tr>
<tr>
<td>tail conditional expectation, 78</td>
<td></td>
</tr>
<tr>
<td>value-at-risk, see value-at-risk variance, 69</td>
<td></td>
</tr>
<tr>
<td>worst conditional expectation, 78</td>
<td></td>
</tr>
<tr>
<td>law-invariant risk measures, 286</td>
<td></td>
</tr>
<tr>
<td>linear portfolios, 293</td>
<td></td>
</tr>
<tr>
<td>scaling, 349</td>
<td></td>
</tr>
<tr>
<td>scenario-based, 62, 279</td>
<td></td>
</tr>
<tr>
<td>uses of, 61</td>
<td></td>
</tr>
<tr>
<td>risk-neutral measure</td>
<td>55, 57</td>
</tr>
<tr>
<td>valuation, 55, 394</td>
<td></td>
</tr>
<tr>
<td>hedging, 395</td>
<td></td>
</tr>
<tr>
<td>pricing rule, 395</td>
<td></td>
</tr>
<tr>
<td>RiskMetrics</td>
<td></td>
</tr>
<tr>
<td>birth of VaR, 16</td>
<td></td>
</tr>
<tr>
<td>documentation, 60, 337</td>
<td></td>
</tr>
<tr>
<td>treatment of bonds, 338</td>
<td></td>
</tr>
<tr>
<td>robust statistics, 203</td>
<td></td>
</tr>
<tr>
<td>RORAC (return on risk-adjusted capital), 315</td>
<td></td>
</tr>
<tr>
<td>sample mean excess plot, 151</td>
<td></td>
</tr>
<tr>
<td>scaling of risk measures, 349</td>
<td></td>
</tr>
<tr>
<td>Monte Carlo approach, 350</td>
<td></td>
</tr>
<tr>
<td>square-root-of-time, 350</td>
<td></td>
</tr>
<tr>
<td>securitization, 11, 478</td>
<td></td>
</tr>
<tr>
<td>self-exciting processes, 529, 578</td>
<td></td>
</tr>
<tr>
<td>self-exciting POT model, 580</td>
<td></td>
</tr>
<tr>
<td>estimating risk measures, 581</td>
<td></td>
</tr>
<tr>
<td>predictable marks, 581</td>
<td></td>
</tr>
<tr>
<td>unpredictable marks, 580</td>
<td></td>
</tr>
<tr>
<td>semivariance, 69</td>
<td></td>
</tr>
<tr>
<td>shortfall contributions, 318</td>
<td></td>
</tr>
<tr>
<td>simplex distribution, 567</td>
<td></td>
</tr>
<tr>
<td>skewed t distribution, 191</td>
<td></td>
</tr>
<tr>
<td>skewness, 85, 181</td>
<td></td>
</tr>
</tbody>
</table>

For general queries, contact webmaster@press.princeton.edu
<table>
<thead>
<tr>
<th>Sklar’s Theorem</th>
<th>222</th>
</tr>
</thead>
<tbody>
<tr>
<td>slowly varying function</td>
<td>139, 644</td>
</tr>
<tr>
<td>solvency</td>
<td>43</td>
</tr>
<tr>
<td>solvency capital requirement (SCR)</td>
<td>see Solvency II framework, solvency capital requirement</td>
</tr>
<tr>
<td>Solvency II framework</td>
<td>18, 25</td>
</tr>
<tr>
<td>criticism</td>
<td>28</td>
</tr>
<tr>
<td>market-consistent valuation</td>
<td>26</td>
</tr>
<tr>
<td>risk margin</td>
<td>26</td>
</tr>
<tr>
<td>solvency capital requirement</td>
<td>25, 46, 68</td>
</tr>
<tr>
<td>relation to VaR</td>
<td>68</td>
</tr>
<tr>
<td>Solvency I</td>
<td>19</td>
</tr>
<tr>
<td>standard formula</td>
<td>26</td>
</tr>
<tr>
<td>Spearman’s rho</td>
<td>245</td>
</tr>
<tr>
<td>for Gauss copula</td>
<td>254</td>
</tr>
<tr>
<td>use in estimation</td>
<td>267</td>
</tr>
<tr>
<td>sample estimate</td>
<td>266</td>
</tr>
<tr>
<td>spectral risk measures</td>
<td>see distortion risk measures</td>
</tr>
<tr>
<td>spherical distributions</td>
<td>196</td>
</tr>
<tr>
<td>tail behaviour</td>
<td>574</td>
</tr>
<tr>
<td>square-root processes</td>
<td>see CIR model</td>
</tr>
<tr>
<td>square-root-of-time rule</td>
<td>350</td>
</tr>
<tr>
<td>stable distribution</td>
<td>264, 647</td>
</tr>
<tr>
<td>stationarity</td>
<td>98, 540</td>
</tr>
<tr>
<td>stochastic filtering</td>
<td>629</td>
</tr>
<tr>
<td>Kushner–Stratonovich equation</td>
<td>635</td>
</tr>
<tr>
<td>strategically important financial institution (SIFI)</td>
<td>15</td>
</tr>
<tr>
<td>stress-test risk measure</td>
<td>279</td>
</tr>
<tr>
<td>strict white noise</td>
<td>99, 541</td>
</tr>
<tr>
<td>structural models</td>
<td>see firm-value models</td>
</tr>
<tr>
<td>Student $t$ distribution</td>
<td>see $t$ distribution</td>
</tr>
<tr>
<td>stylized facts</td>
<td></td>
</tr>
<tr>
<td>financial time series</td>
<td>79</td>
</tr>
<tr>
<td>multivariate version</td>
<td>88</td>
</tr>
<tr>
<td>operational risk data</td>
<td>509</td>
</tr>
<tr>
<td>subadditivity</td>
<td>see risk measures, axioms, subadditivity</td>
</tr>
<tr>
<td>superadditivity</td>
<td></td>
</tr>
<tr>
<td>examples for value-at-risk</td>
<td>75</td>
</tr>
<tr>
<td>survival claim</td>
<td>400</td>
</tr>
<tr>
<td>survival copulas</td>
<td>232</td>
</tr>
<tr>
<td>Swiss Solvency Test (SST)</td>
<td>20</td>
</tr>
<tr>
<td>systemic risk</td>
<td>15, 31</td>
</tr>
<tr>
<td>$t$ copula</td>
<td>228</td>
</tr>
<tr>
<td>estimation</td>
<td></td>
</tr>
<tr>
<td>Kendall’s tau method</td>
<td>268</td>
</tr>
<tr>
<td>maximum likelihood</td>
<td>272</td>
</tr>
<tr>
<td>grouped</td>
<td>257</td>
</tr>
</tbody>
</table>

| joint quantile exceedance probabilities | 251 |
| Kendall’s tau | 254 |
| simulation | 229 |
| skewed | 256 |
| tail dependence | 250 |
| $t$ distribution |
| expected shortfall | 71 |
| for return data | 80 |
| in MDA of Fréchet | 573 |
| multivariate | 185 |
| copula of | 228 |
| skewed version | 191 |
| variance–covariance method | 341 |
| value-at-risk | 65 |
| tail dependence | 90, 231, 247 |
| examples |
| Archimedean copulas | 261 |
| elliptical distributions | 576 |
| Gumbel and Clayton copulas | 248 |
| $t$ copula | 250 |
| tail equivalence | 573 |
| tail index | 139, 158 |
| tails of distributions | 572 |
| compound sums | 525 |
| mixture distributions | 574, 575 |
| regularly varying | 139, 572 |
| term structure of interest rates | 330 |
| threshold copulas | 594 |
| lower limit | 594 |
| upper limit | 595 |
| use in modelling | 597 |
| threshold exceedances (EVT) | see exceedances of thresholds |
| threshold models (credit) | 426 |
| equivalent Bernoulli mixture models | 441 |
| examples based on |
| Archimedean copulas | 433, 443 |
| Clayton copula | 443 |
| Gauss copula | 430, 431 |
| normal mean–variance mixture copulas | 432 |
| $t$ copula | 432, 443 |
| model risk | 433 |
| role of copulas | 428 |
| Tier 1 capital | see capital |
| Tier 2 capital | see capital |
| top-down models (credit) | 602 |
| trading book | 21, 23 |
| Turner Review | 14, 36 |
| type of distribution | 136, 641 |
Index

value-at-risk, 64
  acceptance set, 278
  additivity for comonotonic risks, 237
  backtesting, 352
  bounds for, 305
  capital allocation with, 317
  definition as quantile, 64
  elicitation, 356
  estimation, 347
  time-series context, 133
  examples of calculation
    normal distribution, 71
    GPD tail model, 154
    normal distribution, 65
    t distribution, 65, 71
  non-coherence, 297, 312
  non-subadditivity, 74
  origins of, 16
  pictorial representation, 65
  relation to regulatory capital, 67
  scaling, 349
  shortfall-to-quantile ratio, 72, 154
VaR, see value-at-risk
VAR (vector autoregression), 544

variance–covariance method, 58, 340, 359
  extensions, 341
  generalized hyperbolic and t distributions, 341
  limitations, 341
  variance-gamma distribution, 190
VARMA (vector ARMA), 542
VEC (vector) GARCH model, 550
vega of option, 50, 328
volatility, 80
  as conditional standard deviation, 82
  clustering, 80
  forecasting, 129
    EWMA, 132
    GARCH, 130
von Mises distributions, 573
Weibull distribution, 136
white noise, 99, 540
Williamson d-transform, 567
wrong-way risk, 607, 638
yield of bond, 330
  factor models of yield curve, 334, 336