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1 L? Spaces and Banach Spaces

In this work the assumption of quadratic integrability
will be replaced by the integrability of |f(x)|?. The
analysis of these function classes will shed a particu-
lar light on the real and apparent advantages of the
exponent 2; one can also expect that it will provide
essential material for an axiomatic study of function
spaces.

F. Riesz, 1910

At present I propose above all to gather results about
linear operators defined in certain general spaces, no-
tably those that will here be called spaces of type (B)...

S. Banach, 1932

Function spaces, in particular LP spaces, play a central role in many
questions in analysis. The special importance of LP spaces may be said
to derive from the fact that they offer a partial but useful generalization
of the fundamental L? space of square integrable functions.

In order of logical simplicity, the space L' comes first since it occurs
already in the description of functions integrable in the Lebesgue sense.
Connected to it via duality is the L* space of bounded functions, whose
supremum norm carries over from the more familiar space of continuous
functions. Of independent interest is the L? space, whose origins are
tied up with basic issues in Fourier analysis. The intermediate LP spaces
are in this sense an artifice, although of a most inspired and fortuitous
kind. That this is the case will be illustrated by results in the next and
succeeding chapters.

In this chapter we will concentrate on the basic structural facts about
the LP spaces. Here part of the theory, in particular the study of their
linear functionals, is best formulated in the more general context of Ba-
nach spaces. An incidental benefit of this more abstract view-point is
that it leads us to the surprising discovery of a finitely additive measure
on all subsets, consistent with Lebesgue measure.
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2 Chapter 1. L SPACES AND BANACH SPACES

1 L? spaces

Throughout this chapter (X, F, u) denotes a o-finite measure space: X
denotes the underlying space, F the o-algebra of measurable sets, and u
the measure. If 1 < p < oo, the space LP(X, F, i) consists of all complex-
valued measurable functions on X that satisfy

1) /X F@)P dulz) < co.

To simplify the notation, we write LP(X,u), or LP(X), or simply LP
when the underlying measure space has been specified. Then, if f €
LP(X, F,u) we define the LP norm of f by

1/p
e = ( [ 1 du(w)) .

We also abbreviate this to || f||zr(x), [|fllze, or || f]lp-

When p = 1 the space L'(X,F, ) consists of all integrable functions
on X, and we have shown in Chapter 6 of Book III, that L' together with
Il - |2 is a complete normed vector space. Also, the case p = 2 warrants
special attention: it is a Hilbert space.

We note here that we encounter the same technical point that we al-
ready discussed in Book III. The problem is that ||f|z» =0 does not
imply that f = 0, but merely f = 0 almost everywhere (for the measure
). Therefore, the precise definition of L? requires introducing the equiv-
alence relation, in which f and g are equivalent if f = g a.e. Then, L?
consists of all equivalence classes of functions which satisfy (1). However,
in practice there is little risk of error by thinking of elements in LP as
functions rather than equivalence classes of functions.

The following are some common examples of LP spaces.

(a) The case X = R? and p equals Lebesgue measure is often used in
practice. There, we have

e = ([ 1o ac) "

(b) Also, one can take X = Z, and p equal to the counting measure.
Then, we get the “discrete” version of the LP spaces. Measurable
functions are simply sequences f = {ay, }nez of complex numbers,
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1. LP spaces 3

oo 1/p
1l = ( ) |an|p) .

n=—oo

and

When p = 2, we recover the familiar sequence space £2(Z).

The spaces LP are examples of normed vector spaces. The basic prop-
erty satisfied by the norm is the triangle inequality, which we shall prove
shortly.

The range of p which is of interest in most applications is 1 < p < o0,
and later also p = oo. There are at least two reasons why we restrict our
attention to these values of p: when 0 < p < 1, the function || - ||» does
not satisfy the triangle inequality, and moreover, for such p, the space
LP has no non-trivial bounded linear functionals.® (See Exercise 2.)

When p = 1 the norm || - |1 satisfies the triangle inequality, and L!
is a complete normed vector space. When p = 2, this result continues to
hold, although one needs the Cauchy-Schwarz inequality to prove it. In
the same way, for 1 < p < oo the proof of the triangle inequality relies on
a generalized version of the Cauchy-Schwarz inequality. This is Holder’s
inequality, which is also the key in the duality of the LP spaces, as we
will see in Section 4.

1.1 The Ho6lder and Minkowski inequalities

If the two exponents p and ¢ satisfy 1 < p, ¢ < oo, and the relation

-+-=1

P q
holds, we say that p and ¢ are conjugate or dual exponents. Here,
we use the convention 1/0co = 0. Later, we shall sometimes use p’ to
denote the conjugate exponent of p. Note that p = 2 is self-dual, that is,
p=q=2;also p=1,00 corresponds to ¢ = 00, 1 respectively.

Theorem 1.1 (Holder) Supposel < p < oo and1 < g < oo are conju-
gate exponents. If f € LP and g € L9, then fg € L' and

Ifgller < I Fllzellgllze-

Note. Once we have defined L> (see Section 2) the corresponding in-
equality for the exponents 1 and oo will be seen to be essentially trivial.

1We will define what we mean by a bounded linear functional later in the chapter.
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4 Chapter 1. L SPACES AND BANACH SPACES

The proof of the theorem relies on a simple generalized form of the
arithmetic-geometric mean inequality: if A, B >0, and 0 < 0 <1, then

(2) AB'Y <9A+ (1—-0)B.

Note that when 6 = 1/2, the inequality (2) states the familiar fact that
the geometric mean of two numbers is majorized by their arithmetic
mean.

To establish (2), we observe first that we may assume B # 0, and
replacing A by AB, we see that it suffices to prove that A% < A+ (1 —
0). If we let f(x) = 2% — 0x — (1 — 0), then f'(z) = 0(z°~! —1). Thus
f(x) increases when 0 < x < 1 and decreases when 1 < x, and we see that
the continuous function f attains a maximum at x = 1, where f(1) = 0.
Therefore f(A) <0, as desired.

To prove Hélder’s inequality we argue as follows. If either || f||z» =0
or || fllze =0, then fg =0 a.e. and the inequality is obviously verified.
Therefore, we may assume that neither of these norms vanish, and after
replacing f by f/||fllL» and g by g/||gl/r«, we may further assume that
lfllze = llglle = 1. We now need to prove that || fg|/z: < 1.

If we set A= |f(x)?, B=|g(z)|?, and § = 1/p so that 1 —0 =1/q,
then (2) gives

1 1
[f(@)g(@)] < —|f(x)]" + —g()[*.
p q
Integrating this inequality yields || fg|| .1 < 1, and the proof of the Holder

inequality is complete.

For the case when the equality ||fg|lzr = || fllLe|lg]lLe holds, see Exer-
cise 3.

We are now ready to prove the triangle inequality for the LP norm.

Theorem 1.2 (Minkowski) If1 <p < oo and f,g € L?, then f + g €
LP and ||f + glle < | flle + llgll e

Proof.  The case p =1 is obtained by integrating |f(z) + g(x)| <
|f(z)| + |g(z)|. When p > 1, we may begin by verifying that f + g € LP,
when both f and ¢ belong to LP. Indeed,

[f (@) + g(a)” < 2°([f ()" + [g(2)["),

as can be seen by considering separately the cases |f(z)| < |g(x)| and
lg(x)| <|f(z)|. Next we note that

|f(z) + g(@)I” < |f(@)] |f (@) + g(2)P~" + lg(2)| 1f(z) + g(a)[P~".
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1. LP spaces 5

If ¢ denotes the conjugate exponent of p, then (p — 1)g = p, so we see
that (f + g)P~! belongs to L4, and therefore Holder’s inequality applied
to the two terms on the right-hand side of the above inequality gives

(3) I+l < Ul I(F + 9P lza + lgllza I (f + 9)P |z

However, using once again (p — 1)g = p, we get

1(f+ )P Yla = |If + gl

From (3), since p — p/q =1, and because we may suppose that ||f +
gllz» > 0, we find

If +gllze <[ fllze + llglLe,

so the proof is finished.

1.2 Completeness of LP

The triangle inequality makes LP into a metric space with distance
d(f,g) =||f — gller- The basic analytic fact is that L? is complete
in the sense that every Cauchy sequence in the norm || - ||L» converges to
an element in LP.

Taking limits is a necessity in many problems, and the L? spaces would
be of little use if they were not complete. Fortunately, like L' and L2,
the general L? space does satisfy this desirable property.

Theorem 1.3 The space LP (X, F, u) is complete in the norm || - ||1».

Proof. The argument is essentially the same as for L' (or L?); see
Section 2, Chapter 2 and Section 1, Chapter 4 in Book III. Let {f,}52,
be a Cauchy sequence in L”, and consider a subsequence {f,,}%>; of
{fn} with the following property ||fn,., — faillLr <27 for all k> 1.
We now consider the series whose convergence will be seen below

f(iL’) = fTbl (x) + (f’n«k+1 (JJ) - fﬂk (JJ))

hE

>
Il

1

and

9(@) = fun @]+ D frnss (2) = frr (@),
k=1
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6 Chapter 1. L SPACES AND BANACH SPACES

and the corresponding partial sums

;wm>mw+2nm — fan (7))
and

Sk(9)(@) = |fn, (@ HZnM — fai(@)].

The triangle inequality for L? implies

K
ISk (@)lze < I farllze + D> M fnpen = Frullo
k=1

K
<N faller +Y 275

k=1

Letting K tend to infinity, and applying the monotone convergence theo-
rem proves that f gP < 00, and therefore the series defining g, and hence
the series defining f converges almost everywhere, and f € LP.

We now show that f is the desired limit of the sequence {f,}. Since
(by construction of the telescopic series) the (K — 1) partial sum of
this series is precisely f,, , we find that

fax(x) — f(z) ae. x.

To prove that f,, — f in LP as well, we first observe that

(@) = Sk (N (@)I" < [2max(|f(2)], Sk (f)(@)])]"
< 271 f ()P + 2% Sk (F) (=)
< 274 g ()7,
for all K. Then, we may apply the dominated convergence theorem to
get || fnx — fllz» — 0 as K tends to infinity.
Finally, the last step of the proof consists of recalling that {f,} is
Cauchy. Given € > 0, there exists N so that for all n,m > N we have

| fn — finlloe < €/2. If ng is chosen so that ng > N, and || fn, — fllzr <
€/2, then the triangle inequality implies

an - fHLP < an - anHLp + anK - f”Lp <€

whenever n > N. This concludes the proof of the theorem.
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1.3 Further remarks

We begin by looking at some possible inclusion relations between the
various LP spaces. The matter is simple if the underlying space has
finite measure.

Proposition 1.4 If X has finite positive measure, and py < p1, then
LPr(X) C LPo(X) and

1 1
WWHL% < WWHLM-

We may assume that p; > pg. Suppose f € LP', and set F' = |f|Po,
G=1,p=p1/po>1,and 1/p+1/q = 1, in Hélder’s inequality applied
to F' and G. This yields

Po/P1
1717w < ( / f|m) (X)) R/

In particular, we find that || f||ro < co. Moreover, by taking the pi" root
of both sides of the above equation, we find that the inequality in the
proposition holds.

However, as is easily seen, such inclusion does not hold when X has
infinite measure. (See Exercise 1). Yet, in an interesting special case the
opposite inclusion does hold.

Proposition 1.5 If X = Z is equipped with counting measure, then the
reverse inclusion holds, namely LP°(Z) C LP*(Z) if po < p1. Moreover,

”f”LPl < HfHLPO-
Indeed, if f = {f(n)}nez, then Y [f(n)[Po = || f||}%,, and sup,, | f(n)| <

Il fl|ro . However
S = Sl
< (sup £ ()" 72

< ||f||Lpo

Thus || f|lzer < || f]lzro-

2 The case p = >

Finally, we also consider the limiting case p = co. The space L will
be defined as all functions that are “essentially bounded” in the follow-
ing sense. We take the space L™ (X, F, u) to consist of all (equivalence
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8 Chapter 1. L SPACES AND BANACH SPACES

classes of) measurable functions on X, so that there exists a positive
number 0 < M < oo, with

lf(x)] <M ae. x.

Then, we define || f|| o (x,#,,) to be the infimum of all possible values M
satisfying the above inequality. The quantity ||f| - is sometimes called
the essential-supremum of f.

We note that with this definition, we have |f(z)| < || f||r~ for a.e. .
Indeed, if B = {z: |f(@)] > £}, and Bn = {o : [f(@)] > £ +
1/n}, then we have u(E,) =0, and E = |J E,,, hence p(E) = 0.

Theorem 2.1 The vector space L™ equipped with || - ||L= is a complete
vector space.

This assertion is easy to verify and is left to the reader. Moreover,
Hoélder’s inequality continues to hold for values of p and ¢ in the larger
range 1 < p,q < 0o, once we take p =1 and ¢ = oo as conjugate expo-
nents, as we mentioned before.

The fact that L is a limiting case of LP? when p tends to co can be
understood as follows.

Proposition 2.2 Suppose f € L is supported on a set of finite mea-
sure. Then f € LP for all p < oo, and

I fllze = [[fllze  asp— oco.

Proof. Let E be a measurable subset of X with u(FE) < oo, and so
that f vanishes in the complement of F. If u(E) =0, then ||f||r~ =
|l fll» = 0 and there is nothing to prove. Otherwise

1/p 1/p
1l = < [ s du) < ( J - du) < 1l E)7.

Since u(E)'P — 1 as p — oo, we find that limsup, . || fllr < || f||Le.
On the other hand, given € > 0, we have

pw{x: [f(@)] > |IfllLe —€}) >0  for some § > 0,

hence
/ P du > 5l — o).
X

Therefore liminf, . || f||z» > || fl|z= — €, and since € is arbitrary, we
have liminf, .o || f|lz» > ||f||ze=. Hence the limit lim, ., || f||z» exists,
and equals || f|| -
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3 Banach spaces

We introduce here a general notion which encompasses the LP spaces as
specific examples.

First, a normed vector space consists of an underlying vector space V'
over a field of scalars (the real or complex numbers), together with a
norm |- || : V — RT that satisfies:

e ||v|| =0 if and only if v = 0.
e |lav| = |a||v||, whenever « is a scalar and v € V.
o |[v+ w| < |jv|| + ||w] for all v,w € V.

The space V is said to be complete if whenever {v,} is a Cauchy
sequence in V, that is, ||v, — v, || — 0 as n,m — oo, then there exists a
v € V such that ||v, —v|| — 0 as n — oo.

A complete normed vector space is called a Banach space. Here
again, we stress the importance of the fact that Cauchy sequences con-
verge to a limit in the space itself, hence the space is “closed” under
limiting operations.

3.1 Examples

The real numbers R with the usual absolute value form an initial example
of a Banach space. Other easy examples are R?, with the Euclidean norm,
and more generally a Hilbert space with its norm given in terms of its
inner product.

Several further relevant examples are as follows:

ExXAMPLE 1. The family of LP spaces with 1 < p < oo which we have just
introduced are also important examples of Banach spaces (Theorem 1.3
and Theorem 2.1). Incidentally, L? is the only Hilbert space in the
family LP, where 1 < p < oo (Exercise 25) and this in part accounts for
the special flavor of the analysis carried out in L? as opposed to L! or
more generally LP for p # 2.

Finally, observe that since the triangle inequality fails in general when
0<p<1,| -|lzr is not a norm on LP for this range of p, hence it is not
a Banach space.

EXAMPLE 2. Another example of a Banach space is C([0, 1]), or more

generally C(X) with X a compact set in a metric space, as will be de-
fined in Section 7. By definition, C'(X) is the vector space of continuous
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10 Chapter 1. L SPACES AND BANACH SPACES

functions on X equipped with the sup-norm || f|| = sup,¢cx |f(z)]. Com-
pleteness is guaranteed by the fact that the uniform limit of a sequence
of continuous functions is also continuous.

ExXaMPLE 3. Two further examples are important in various applications.
The first is the space A®(R) of all bounded functions on R which satisfy
a Holder (or Lipschitz) condition of exponent a with 0 < a <1,
that is,

[f(t) — f(t2)]

sup —————— < 0
it [t —t2|®

Observe that f is then necessarily continuous; also the only interesting
case is when « < 1, since a function which satisfies a Holder condition of
exponent o with o > 1 is constant.?

More generally, this space can be defined on R?; it consists of contin-
uous functions f equipped with the norm

B f() = £(y)
1f 1l ae ey = sup ()] + ST T

With this norm, A%(R?) is a Banach space (see also Exercise 29).

EXAMPLE 4. A function f € LP(R?) is said to have weak derivatives
in LP up to order k, if for every multi-index oo = (v, ..., aq) with |a] =
ay + -+ ag < k, there is a g, € LP with

(4) / go(@)p(x) dz = (—1) [ f(2)0%0(x) da
Rd Rd

for all smooth functions ¢ that have compact support in R?. Here, we
use the multi-index notation

g (2 (92N (2™
o\ oz ) \ox O0xg '

Clearly, the functions g, (when they exist) are unique, and we also write
0% f = go. This definition arises from the relationship (4) which holds
whenever f is itself smooth, and g equals the usual derivative 05 f, as
follows from an integration by parts (see also Section 3.1, Chapter 5 in
Book IIT).

2We have already encountered this space in Book I, Chapter 2 and Book III, Chapter 7.

For general queries, contact webmaster@press.princeton.edu



© Copyright, Princeton University Press. No part of this book may be
distributed, posted, or reproduced in any form by digital or mechanical
means without prior written permission of the publisher.
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The space L7 (R?) is the subspace of LP(R?) of all functions that have
weak derivatives up to order k. (The concept of weak derivatives will
reappear in Chapter 3 in the setting of derivatives in the sense of distri-
butions.) This space is usually referred to as a Sobolev space. A norm
that turns L7 (R?) into a Banach space is

£ sy = > 102 Fll Lo ey -

lal<k

EXAMPLE 5. In the case p =2, we note in the above example that an
L? function f belongs to L2(R?) if and only if (1 + [£]2)*/2f(¢) belongs
to L2, and that ||(1 + |€]2)*/2f(€)]|| > is a Hilbert space norm equivalent
to || fll £z ra)-

Therefore, if k is any positive number, it is natural to define Li as
those functions f in L2 for which (1 + [£[2)*/2f(€) belongs to L2, and we
can equip L7 with the norm £z @y = 11 + 1€12)F/2 (&) 2.

3.2 Linear functionals and the dual of a Banach space

For the sake of simplicity, we restrict ourselves in this and the following
two sections to Banach spaces over R; the reader will find in Section 6
the slight modifications necessary to extend the results to Banach spaces
over C.

Suppose that B is a Banach space over R equipped with anorm || - ||. A
linear functional is a linear mapping ¢ from B to R, that is, ¢ : B — R,
which satisfies

laf + Bg) = al(f)+ Blg), foralla,BeR,and f,g € B.

A linear functional £ is continuous if given € > 0 there exists § > 0 so
that [£(f) —£(g)| < € whenever ||f —g|| <d. Also we say that a linear
functional is bounded if there is M > 0 with [£(f)] < M| f|| for all f €
B. The linearity of ¢ shows that these two notions are in fact equivalent.

Proposition 3.1 A linear functional on a Banach space is continuous,
if and only if it is bounded.

Proof. 'The key is to observe that ¢ is continuous if and only if ¢ is
continuous at the origin.

Indeed, if ¢ is continuous, we choose ¢ =1 and g =0 in the above
definition so that |¢(f)| <1 whenever [|f]| < J, for some § > 0. Hence,
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given any non-zero h, an element of B, we see that dh/| k|| has norm equal
to ¢, and hence |¢(5h/||h]])| < 1. Thus |[¢(h)| < M||h|| with M =1/6.

Conversely, if ¢ is bounded it is clearly continuous at the origin, hence
continuous.

The significance of continuous linear functionals in terms of closed
hyperplanes in B is a noteworthy geometric point to which we return
later on. Now we take up analytic aspects of linear functionals.

The set of all continuous linear functionals over B is a vector space
since we may add linear functionals and multiply them by scalars:

(br +6)(f) = 6(f) +£2(f)  and  (af)(f) = al(f).

This vector space may be equipped with a norm as follows. The norm
l4]| of a continuous linear functional ¢ is the infimum of all values M for
which |£(f)| < M]| f|| for all f € B. From this definition and the linearity
of £ it is clear that

l
Il = sup |(f)| = sup [4(f)] :supl (f)|
i<t IflI=1 0 I

The vector space of all continuous linear functionals on B equipped
with || - || is called the dual space of B, and is denoted by B*.

Theorem 3.2 The vector space B* is a Banach space.

Proof. Tt is clear that || - || defines a norm, so we only check that B* is
complete. Suppose that {¢,} is a Cauchy sequence in B*. Then, for each
f € B, the sequence {£,(f)} is Cauchy, hence converges to a limit, which
we denote by £(f). Clearly, the mapping ¢ : f — £(f) is linear. If M is
so that ||4,,]| < M for all n, we see that

[N < =) ()] + 1n (D] <N = L) (N + M £,

so that in the limit as n — oo, we find |¢(f)| < M| f| for all f e B.
Thus ¢ is bounded. Finally, we must show that ¢,, converges to ¢ in B*.
Given € > 0 choose N so that ||¢,, — ¢,,|| < €/2 for all n,m > N. Then,
if n > N, we see that for all m > N and any f

(€= L) (D] < (€= Lm) (N + [l = £a) ()] <N = L) (F)] + gllfll-

We can also choose m so large (and dependent on f) so that we also have
[(€—2)(F)| < €|lfIl/2. In the end, we find that for n > N,

[(€=£n)(f)] < ell 1.
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This proves that |[¢ — ¢,]| — 0, as desired.

In general, given a Banach space B, it is interesting and very useful to
be able to describe its dual B*. This problem has an essentially complete
answer in the case of the LP spaces introduced before.

4 The dual space of L” when 1 < p < o0

Suppose that 1 < p < oo and ¢ is the conjugate exponent of p, that is,
1/p+1/q=1. The key observation to make is the following: Holder’s
inequality shows that every function g € LY gives rise to a bounded linear
functional on L? by

(5) o) = /X F(@)g(@) du(z),

and that ||¢|| <||g||r«. Therefore, if we associate g to ¢ above, then we
find that L? C (LP)* when 1 < p < co. The main result in this section
is to prove that when 1 < p < 0o, every linear functional on L? is of
the form (5) for some g € L. This implies that (LP)* = L? whenever
1 < p < 0o. We remark that this result is in general not true when p = oo;
the dual of L™ contains L', but it is larger. (See the end of Section 5.3
below.)

Theorem 4.1 Suppose 1 < p < oo, and 1/p+1/q=1. Then, with B =
LP we have

B = L4,

in the following sense: For every bounded linear functional £ on LP there
s a unique g € LY so that

() = /X (@)g(@) du(z),  for all f € LP.

Moreover, |||z = |9l La-

This theorem justifies the terminology whereby ¢ is usually called the
dual exponent of p.

The proof of the theorem is based on two ideas. The first, as already
seen, is Holder’s inequality; to which a converse is also needed. The
second is the fact that a linear functional £ on L?, 1 < p < oo, leads nat-
urally to a (signed) measure v. Because of the continuity of ¢ the measure
v is absolutely continuous with respect to the underlying measure u, and
our desired function g is then the density function of v in terms of .

We begin with:
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Lemma 4.2 Suppose 1 < p,q < 00, are conjugate exponents.

[

(ii) Suppose g is integrable on all sets of finite measure, and

(i) Ifge€ L9, then ||g||lp« = sup
lfllzr <1

sup

fllpp <1
f simple

/fg‘:M<oo.

Then g € L9, and ||g||r« = M.

For the proof of the lemma, we recall the signum of a real number
defined by

1 ifz>0
sign(z) =< -1 ifx<0
0 ifz=0.

Proof.  We start with (i). If g =0, there is nothing to prove, so
we may assume that ¢ is not 0 a.e., and hence ||g||z« # 0. By Holder’s
inequality, we have that

/ fg’.

To prove the reverse inequality we consider several cases.

lgllLe = sup
[l fllLp <1

e First, if ¢ =1 and p = oo, we may take f(z) = signg(z). Then, we
have || fl|z~ = 1, and clearly, [ fg = [lgl|z+.

o If 1 < p,q< oo, then we set f(z) = |g(a:)\q_lsigng(;ﬂ)/HquL;l. We
observe that [|f[|7, = [ |g(x)[?=D du/|lg|l7 ™" =1 since p(g—
1) = ¢, and that ffg = ||g|lLq-

e Finally, if g=o00 and p=1, let ¢ > 0, and F a set of finite posi-
tive measure, where |g(z)| > ||g||L~ — €. (Such a set exists by the
definition of ||g||r~ and the fact that the measure p is o-finite.)
Then, if we take f(z) = xg(z)signg(z)/u(E), where xg denotes
the characteristic function of the set E, we see that || f||: = 1, and

also
1
'/fg’ - M(E)/E|g| > [|glloc — €
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This completes the proof of part (i).

To prove (ii) we recall® that we can find a sequence {g,} of simple
functions so that |g,(z)| < |g(z)| while g,,(z) — g(z) for each . When
p>1 (50 g < 00), we take fu(z) = |ga(2)|"" signg(z)/llgnl| 7. " As be-
fore, || fnllr = 1. However

|gn ()]
/fng = j‘nﬁ = |lgnllza,
1901174

and this does not exceed M. By Fatou’s lemma it follows that [ |g]? <
M1, so g € L? with ||g||r« < M. The direction ||g||z« > M is of course
implied by Holder’s inequality.

When p = 1 the argument is parallel with the above but simpler. Here
we take f,(x) = (signg(x))xg, (), where E, is an increasing sequence
of sets of finite measure whose union is X. The details may be left to
the reader.

With the lemma established we turn to the proof of the theorem. It
is simpler to consider first the case when the underlying space has finite
measure. In this case, with ¢ the given functional on LP, we can then
define a set function v by

where F is any measurable set. This definition makes sense because x g is
now automatically in LP since the space has finite measure. We observe
that

(6) W(E)| < c(u(E)Y?,

where c is the norm of the linear functional, taking into account the fact
that [yl = (u(E))/7.

Now the linearity of ¢ clearly implies that v is finitely-additive. More-
over, if { £, } is a countable collection of disjoint measurable sets, and we
put E=J,~, En, Ex =U,_n.1 En, then obviously

N
XE = XE% +ZXEH~

n=1

Thus v(E) =v(Ey) + Z;V:l v(E,). However v(E%) — 0, as N — oo,
because of (6) and the assumption p < co. This shows that v is countably

3See for instance Section 2 in Chapter 6 of Book III.
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additive and, moreover, (6) also shows us that v is absolutely continuous
with respect to pu.

We can now invoke the key result about absolutely continuous mea-
sures, the Lebesgue-Radon-Nykodim theorem. (See for example Theo-
rem 4.3, Chapter 6 in Book II1.) It guarantees the existence of an in-
tegrable function g so that v(E) = [ g g du for every measurable set E.
Thus we have ¢(xg) = [ xpgdp. The representation ¢(f) = [ fgdu then
extends immediately to simple functions f, and by a passage to the limit,
to all f € LP since the simple functions are dense in LP, 1 < p < co. (See
Exercise 6.) Also by Lemma 4.2, we see that ||g||z« = ||¢|-

To pass from the situation where the measure of X is finite to the
general case, we use an increasing sequence { E,, } of sets of finite measure
that exhaust X, that is, X = UZO:1 E,,. According to what we have just
proved, for each n there is an integrable function g, on E, (which we
can set to be zero in E) so that

(7) of) = /fgn dy

whenever f is supported in F,, and f € LP. Moreover by conclusion (ii)
of the lemma ||g, ||z« < ||¢]-

Now it is easy to see because of (7) that g, = g, a.e. on E,,,, whenever
n >m. Thus lim,_ . gn(z) = g(x) exists for almost every z, and by
Fatou’s lemma, ||g|z« < [|¢]|. As a result we have that (f) = [ fgdu for
each f € LP supported in F,,, and then by a simple limiting argument, for
all f € LP. The fact that ||¢|| <|g| ra, is already contained in Holder’s
inequality, and therefore the proof of the theorem is complete.

5 More about linear functionals

First we turn to the study of certain geometric aspects of linear function-
als in terms of the hyperplanes that they define. This will also involve
understanding some elementary ideas about convexity.

5.1 Separation of convex sets

Although our ultimate focus will be on Banach spaces, we begin by con-
sidering an arbitrary vector space V over the reals. In this general setting
we can define the following notions.

First, a proper hyperplane is a linear subspace of V' that arises as
the zero set of a (non-zero) linear functional on V. Alternatively, it is
a linear subspace of V so that it, together with any vector not in V|,
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spans V. Related to this notion is that of an affine hyperplane (which
for brevity we will always refer to as a hyperplane) defined to be a
translate of a proper hyperplane by a vector in V. To put it another
way: H is a hyperplane if there is a non-zero linear functional ¢, and a
real number a, so that

H={veV: ((v)=a}

Another relevant notion is that of a convex set. The subset K C V is said
to be convex if whenever vy and v; are both in K then the straight-line
segment joining them

(8) U(t) = (1—t)’l)0+t1)1, OStS 1

also lies entirely in K.

A key heuristic idea underlying our considerations can be enunciated
as the following general principle:

If K is a convex set and vy ¢ K, then K and vy can be sep-
arated by a hyperplane.

This principle is illustrated in Figure 1.

H
Vo

Lv)=a

Figure 1. Separation of a convex set and a point by a hyperplane

The sense in which this is meant is that there is a non-zero linear
functional ¢ and a real number a, so that

l(vg) > a, while [(L(v)<aifveK.

To give an idea of what is behind this principle we show why it holds in
a nice special case. (See also Section 5.2.)
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Proposition 5.1 The assertion above is valid if V =R? and K is con-
vexr and open.

Proof. Since we may assume that K is non-empty, we can also
suppose that (after a possible translation of K and vg) we have 0 € K.
The key construct used will be that of the Minkowski gauge function p
associated to K, which measures (the inverse of) how far we need to go,
starting from 0 in the direction of a vector v, to reach the exterior of K.
The precise definition of p is as follows:

p(v) = ;I;f(;{’l“ : v/re K}

Observe that since we have assumed that the origin is an interior point
of K, for each v € R? there is an r > 0, so that v/r € K. Hence p(v) is
well-defined.

Figure 2 below gives an example of a gauge function in the special case
where V' =R and K = (a,b), an open interval that contains the origin.

4
8

a 0

Figure 2. The gauge function of the interval (a,b) in R

We note, for example, that if V' is normed and K is the unit ball
{llv]| <1}, then p(v) = ||v]|.

In general, the non-negative function p completely characterizes K in
that

9) p(v) <1 if and only if v € K.
Moreover p has an important sub-linear property:

(10) { p(av) = ap(v), ifa>0,andveV

p(v1 +v2) < p(v1) + p(vz), if vy and vo € V.
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In fact, if v € K then v/(1 —€) € K for some € > 0, since K is open,
which gives that p(v) < 1. Conversely if p(v) < 1, then v = (1 — €)v/, for
some 0 < € < 1, and v € K. Then since v = (1 — €)v’ + € - 0 this shows
v € K, because 0 € K and K is convex.

To verify (10) we merely note that (vq + vs)/(r1 + r2) belongs to K,
if both vy /r1 and v /72 belong to K, in view of property (8) defining the
convexity of K with ¢t =ro/(r1 +r2) and 1 —t = ry/(r1 + 72).

Now our proposition will be proved once we find a linear functional ¢,
so that

(11) l(vg) =1, and {L(v)<plv), veR

This is because £(v) < 1, for all v € K by (9). We shall construct £ in a
step-by-step manner.

First, such an /¢ is already determined in the one-dimensional sub-
space Vy spanned by vy, Vo = {Rup}, since €(bvg) = bl(vg) = b, when
b € R, and this is consistent with (11). Indeed, if b > 0 then p(bvg) =
bp(vg) > bl(vg) = £(bvg) by (10) and (9), while (11) is immediate when
b<0.

The next step is to choose any vector vy linearly independent from vg
and extend ¢ to the subspace Vi spanned by vy and v;. Thus we can
make a choice for the value of ¢ on vy, ¢(v1), so as to satisfy (11) if

al(vy) + b= L(avy + bvg) < p(avy + bvg), for all a, b € R.
Setting a = 1 and bvg = w yields
L(v1) +L(w) < p(vy +w) for all w € Vj,

while setting a = —1 implies

—L(v1) +L(w") < p(—v1 +w'), forall w' € Vj.
Altogether then it is required that for all w, w’ € Vj
(12) —p(—v1 +w') +L(w') < L(v1) < plor +w) — £(w).
Notice that there is a number that lies between the two extremes of the
above inequality. This is a consequence of the fact that —p(—vy +w’) +
¢(w") never exceeds p(v; +w) — £(w), which itself follows from the fact

that £(w) 4+ £(w') < p(w + w') < p(—v1 + w’) + p(vy + w), by (11) on Vp
and the sub-linearity of p. So a choice of ¢(v1) can be made that is
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consistent with (12) and this allows one to extend ¢ to V;. In the same
way we can proceed inductively to extend /¢ to all of R%.

The argument just given here in this special context will now be car-
ried over in a general setting to give us an important theorem about
constructing linear functionals.

5.2 The Hahn-Banach Theorem

We return to the general situation where we deal with an arbitrary vector
space V over the reals. We assume that with V' we are given a real-valued
function p on V' that satisfies the sub-linear property (10). However, as
opposed to the example of the gauge function considered above, which
by its nature is non-negative, here we do not assume that p has this
property. In fact, certain p’s which may take on negative values are
needed in some of our applications later.

Theorem 5.2 Suppose Vy is a linear subspace of V', and that we are
given a linear functional £y on Vy that satisfies

ly(v) < p(v), forallve V.
Then ly can be extended to a linear functional £ on V' that satisfies
Lv) <p(v), forallveV.

Proof. Suppose Vj # V, and pick v; a vector not in Vy. We will first
extend £y to the subspace V; spanned by Vj and v, as we did before.
We can do this by defining a putative extension ¢; of £y, defined on V;
by 41 (avy + w) = aly(vy) + lo(w), whenever w € Vy and o € R, if ¢4 (vy)
is chosen so that

l1(v) < p(v), forallvels.
However, exactly as above, this happens when
—p(=v1 + ') 4+ Lo(w') < li(v1) < p(vr +w) — Lo(w)

for all w, w' € V.

The right-hand side exceeds the left-hand side because of fo(w') +
Lo(w) < p(w’ + w) and the sub-linearity of p. Thus an appropriate choice
of ¢1(v1) is possible, giving the desired extension of £y from Vj to V;.

We can think of the extension we have constructed as the key step in
an inductive procedure. This induction, which in general is necessarily
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trans-finite, proceeds as follows. We well-order all vectors in V' that do
not belong to Vp, and denote this ordering by <. Among these vectors we
call a vector v “extendable” if the linear functional ¢; has an extension
of the kind desired to the subspace spanned by Vj, v, and all vectors
< v. What we want to prove is in effect that all vectors not in Vj are
extendable. Assume the contrary, then because of the well-ordering we
can find the smallest v, that is not extendable. Now if V] is the space
spanned by Vg and all the vectors < vy, then by assumption £y extends
to V. The previous step, with Vj in place of V; allows us then to extend
?p to the subspace spanned by Vi and vq, reaching a contradiction. This
proves the theorem.

5.3 Some consequences

The Hahn-Banach theorem has several direct consequences for Banach
spaces. Here B* denotes the dual of the Banach space B as defined in
Section 3.2, that is, the space of continuous linear functionals on B.

Proposition 5.3 Suppose fo is a given element of B with || fo| = M.
Then there exists a continuous linear functional £ on B so that £(fy) = M
and ||¢||g- = 1.

Proof. Define ¢y on the one-dimensional subspace {afo}acr by
lo(afo) = aM, for each o € R. Note that if we set p(f) = || f]| for every
f € B, the function p satisfies the basic sub-linear property (10). We also
observe that

[lo(afo)| = la|M = [all| foll = p(afo),

so o(f) < p(f) on this subspace. By the extension theorem /¢y extends
to an ¢ defined on B with ¢(f) < p(f) = ||f]|, for all f € B. Since this
inequality also holds for —f in place of f we get [¢(f)| < ||f]|, and thus
|€llz= < 1. The fact that [|¢||g~ > 1 is implied by the defining property
2(fo) = || foll, thereby proving the proposition.

Another application is to the duality of linear transformations. Sup-
pose By and By are a pair of Banach spaces, and T is a bounded lin-
ear transformation from B; to By;. By this we mean that T maps B;
to Ba; it satisfies T'(afr + Bf2) = oT'(f1) + BT (f2) whenever fi, fo € B
and « and (8 are real numbers; and that it has a bound M so that
T (f)llB, < M| fll, for all f € By. The least M for which this inequal-
ity holds is called the norm of 7" and is denoted by ||T'||.

Often a linear transformation is initially given on a dense subspace. In
this connection, the following proposition is very useful.
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Proposition 5.4 Let By, By be a pair of Banach spaces and S C By
a dense linear subspace of Bi. Suppose Ty is a linear transformation
from S to By that satisfies | To(f)||B, < M| fllB, for all f € S. Then Ty
has a unique extension T to all of By so that || T'(f)||B, < M| fl|B, for all
f e B.

Proof. If f € By, let {f,} be a sequence in S which converges to
f- Then since ||To(fn) — To(fm)llB, < M| fr — fimll, it follows that
{TH(fn)} is a Cauchy sequence in Bs, and hence converges to a limit,
which we define to be T'(f). Note that the definition of T'(f) is indepen-
dent of the chosen sequence { f,,}, and that the resulting transformation
T has all the required properties.

We now discuss duality of linear transformations. Whenever we have
a linear transformation T from a Banach space B; to another Banach
space Ba, it induces a dual transformation, 7™ of B3 to Bj, that can
be defined as follows.

Suppose l5 € Bj, (a continuous linear functional on Bs), then ¢; =
T*(l2) € By, is defined by £1(f1) = ¢2(T(f1)), whenever f; € B;. More
succinctly

(13) T*(l2)(f1) = Lo(T(f1))-

Theorem 5.5 The operator T* defined by (13) is a bounded linear trans-
formation from By to BY. Its norm ||T*| satisfies |T|| = || T*|.

Proof. First, if || f1|lz, < 1, we have that

e (fo)l = 62T (f)) < N T (f)lls, < (€2l [IT7]]-

Thus taking the supremum over all f; € By with || f1]|5, < 1, we see that
the mapping ¢o — T*(¢3) = £1 has norm < ||T|.

To prove the reverse inequality we can find for any ¢ > 0 an f; € B
with ||f1]|s, =1 and | T(f1)||s, > ||T|| — €. Next, with fo =T(f1) € Ba,
by Proposition 5.3 (with B = By) there is an /3 in B3 so that [|{2||z; =1
but lo(f2) > || T|| — e. Thus by (13) one has T*(¢2)(f1) > || T|| — ¢, and
since || fi|ls, =1, we conclude || T*({2)||5: > ||T|| — €. This gives ||T| >
IT|| — € for any e > 0, which proves the theorem.

A further quick application of the Hahn-Banach theorem is the obser-
vation that in general L! is not the dual of L (as opposed to the case
1 < p < oo considered in Theorem 4.1).
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Let us first recall that whenever g € L!, the linear functional f — £(f)
given by

(14) of) = /fgdu

is bounded on L>°, and its norm [|£||(pe)~ is ||g|[z1. In this way L' can be
viewed as a subspace of (L>°)*, with the L' norm of g being identical with
its norm as a linear functional. One can, however, produce a continuous
linear functional of L°° not of this form. For simplicity we do this when
the underlying space is R with Lebesgue measure.

We let C denote the subspace of L*°(R) consisting of continuous
bounded functions on R. Define the linear function ¢y on C (the “Dirac
delta”) by

to(f) = f(0), feC

Clearly |6o(f)| <||fll>=, f € C. Thus by the extension theorem, with
p(f) = ||f|lLe, we see that there is a linear functional ¢ on L*°, extend-
ing (o, that satisfies [¢(f)| < || f|lr~, for all f & L.

Suppose for a moment that ¢ were of the form (14) for some g € L.
Since ¢(f) = o(f) = 0 whenever f is a continuous trapezoidal function
that excludes the origin, we would have | fgdz = 0 for such functions f;
by a simple limiting argument this gives | ;9dx =0 for all intervals ex-
cluding the origin, and from there for all intervals I. Hence the indefi-
nite integrals G(y) = foy g(x) dz vanish, and therefore G’ = g = 0 by the
differentiation theorem.* This gives a contradiction, hence the linear
functional £ is not representable as (14).

5.4 The problem of measure

We now consider an application of the Hahn-Banach theorem of a dif-
ferent kind. We present a rather stunning assertion, answering a basic
question of the “problem of measure.” The result states that there is a
finitely-additive® measure defined on all subsets of R? that agrees with
Lebesgue measure on the measurable sets, and is translation invariant.
We formulate the theorem in one dimension.

Theorem 5.6 There is an extended-valued non-negative function m, de-
fined on all subsets of R with the following properties:
(i) m(F1 U E9) = m(E1) + m(FE3) whenever Ey and FEo are disjoint
subsets of R.

4See for instance Theorem 3.11, in Chapter 3 of Book III.
5The qualifier “finitely-additive” is crucial.
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(ii) m(E) = m(E) if E is a measurable set and m denotes the Lebesgue
measure.

(iii) m(E + h) = m(E) for every set E and real number h.

From (i) we see that m is finitely additive; however it cannot be countably
additive as the proof of the existence of non-measurable sets shows. (See
Section 3, Chapter 1 in Book III.)

This theorem is a consequence of another result of this kind, dealing
with an extension of the Lebesgue integral. Here the setting is the circle
R/Z, instead of R, with the former realized as (0,1]. Thus functions on
R/Z can be thought of as functions on (0, 1], extended to R by periodicity
with period 1. In the same way, translations on R induce corresponding
translations on R/Z. The assertion now is the existence of a generalized
integral (the “Banach integral”) defined on all bounded functions on the
circle.

Theorem 5.7 There is a linear functional f i I(f) defined on all
bounded functions f on R/Z so that:

(a) I(f) >0, if f(z) >0 for all x.

(b) I(afi + Bf2) = al(f1) + BI(f2) for all a and 3 real.
() I(f) = [y f(x)dz, whenever f is measurable.

(d) I(fn) = I(f), for all h € R where fi,(x) = f(x — h).

The right-hand side of (¢) denotes the usual Lebesgue integral.

Proof. The idea is to consider the vector space V of all (real-valued)
bounded functions on R/Z, with Vj the subspace of those functions that
are measurable. We let Iy denote the linear functional given by the
Lebesgue integral, Iy(f) = fol f(x)dx for f € V. The key is to find the
appropriate sub-linear p defined on V' so that

Io(f) <p(f), forall f eV

Banach’s ingenious definition of p is as follows: We let A = {aq,...,an}
denote an arbitrary collection of N real numbers, with #(A) = N denot-
ing its cardinality. Given A, we define M4(f) to be the real number

1 N
Ma(f) = sup (N > [+ aﬂ) :

zER
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and set
p(f) = nf{Ma(/)},

where the infimum is taken over all finite collections A.
It is clear that p(f) is well-defined, since f is assumed to be bounded;

also p(cf) = ep(f) if ¢ > 0. To prove p(f1 + f2) < p(f1) + p(f2), we find
for each e, finite collections A and B so that

Ma(f1) <p(fi)+€ and Mp(f2) <p(f2)+e.

Let C be the collection {a; + bj }1<i<n,, 1<j<n, Where Ny = #(A), and
Ny = #(B). Now it is easy to see that

Mc(f1 + f2) < Mc(f1) + Mco(f2).

Next, we note as a general matter that M4 (f) is the same as M4/ (f')
where f' = fj, is a translate of f and A’ = A —h . Also the averages
corresponding to C' arise as averages of translates of the averages corre-
sponding to A and B, so it is easy to verify that

Mc(f1) < Ma(fy) and also  Mo(f2) < Mp(f2).

Thus

p(f1 + f2) < Mc(fi+ f2) < Ma(f1) + Mp(f2) < p(f1) +p(f2) + 2.

Letting € — 0 proves the sub-linearity of p.

Next if f is Lebesgue measurable (and hence integrable since it is
bounded), then for each A

N

W=7 | (Z fla+ aj>> o< [ Mah)do = Ma(),

and hence Io(f) < p(f). Let therefore I be the linear functional extend-
ing Iy from Vj to V', whose existence is guaranteed by Theorem 5.2. It
is obvious from its definition that p(f) <0 if f < 0. From this it follows
that I(f) <0 when f <0, and replacing f by —f we see that conclu-
sion (a) holds.

Next we observe that for each real h

(15) p(f — fn) 0.
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In fact, for h fixed and N given, define the set Ay to be {h,2h,3h,..., Nh}.
Then the sum that enters in the definition of M4, (f — fr) is

%Z Fla+ i) = o+ (G = Dh)

and thus |[Ma, (f — fn)| < 2M/N, where M is an upper bound for |f|.
Since p(f — fn) < May(f — fn) — 0, as N — oo, we see that (15) is
proved. This shows that I(f — f3) <0, for all f and h. However, replac-
ing f by fn and then h by —h, we see that I(f, — f) < 0 and thus (d) is
also established, finishing the proof of Theorem 5.7.

As a direct consequence we have the following.

Corollary 5.8 There is a non-negative function m defined on all subsets
of R/Z so that:

(1) m(Ey U Ey) = m(Eq) +m(Esy) for all disjoint subsets Eq and Es.
(ii) m(E) = m(E) if E is measurable.
(iii) m(E + h) = m(E) for every h in R.

We need only take m(E) = I(xg), with I as in Theorem 5.7, where y g
denotes the characteristic function of F.

We now turn to the proof of Theorem 5.6. Let Z; denote the interval
(7,7 + 1], where j € Z. Then we have a partition U]__OOI of R into
disjoint sets.

For clarity of exposition, we temporarily relabel the measure m on
(0,1] = Zy given by the corollary and call it 7g. So whenever E C Z; we
defined m(E) to be mo(E). More generally, if E C Z; we set m(E) =
o (E - ).

With these things said, for any set E define m(E) by

o0 o0

(16) m(E)= > m(ENT)= Y mo((ENT;) - j).

Thus m(F) is given as an extended non-negative number. Note that if
E, and E; are disjoint so are (Eq NZ;) — j and (E2 NZ;) — j. It follows
that m(E1 U Ey) = m(E7) + m(E2). Moreover if E is measurable then
m(ENZ;) =m(ENZ;) and so m(E) = m(E).

To prove m(E + h) = m(E), consider first the case h = k € Z. This is
an immediate consequence of the definition (16) once one observes that
((E+ k) ﬂIj+k) — (] + ]{3) = (EHI]) — 4, for all j, k € Z.
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Next suppose 0 < h < 1. We then decompose E'NZ; as £ U B/, with
E;=EN(j,j+1-h]l and B/ =EN(j+1-h,j+1]. The point of
this decomposition is that E’ + h remains in Z; but EY + h is placed
in Z; 1. In any case, £ = J; E; UJ; EY, and the union is disjoint.

Thus using the first additivity property proved above and then (16)
we see that

m(E) = Z (M(E}) + m(E))).
Similarly
m(E + h) = i (M(Ej + h) + m(E] +h)) .

Now both E’ and E} + h are in Z;, hence m(E}) = m(E} + h) by the
translation invariance of 7 and the definition of 7 on subsets of Z;.
Also B isin Z; and EY + his in Z;11, and their measures agree for the
same reasons. This establishes that m(E) = m(E 4+ h), for 0 < h < 1.
Now combining this with the translation invariance with respect to Z
already proved, we obtain conclusion (iii) of Theorem 5.6 for all h, and
hence the theorem is completely proved.

For the corresponding extension of Lebesgue measure in R? and other
related results, see Exercise 36 and Problems 8* and 9*.

6 Complex L and Banach spaces

We have supposed in Section 3.2 onwards that our LP and Banach spaces
are taken over the reals. However, the statements and the proofs of
the corresponding theorems for those spaces taken with respect to the
complex scalars are for the most part routine adaptations of the real case.
There are nevertheless several instances that require further comment.
First, in the argument concerning the converse of Hoélder’s inequality
(Lemma 4.2), the definition of f should read

f(@) = lg(o)|o—1 222
lgl

L‘I
where now “sign” denotes the complex version of the signum function,
defined by signz = z/|z| if 2 # 0, and sign0 = 0. There are similar oc-
currences with g replaced by g,.
Second, while the Hahn-Banach theorem is valid as stated only for real
vector spaces, a version of the complex case (sufficient for the applications
in Section 5.3 where p(f) = ||f]|) can be found in Exercise 33 below.
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7 Appendix: The dual of C(X)

In this appendix, we describe the bounded linear functionals of the space C'(X)
of continuous real-valued functions on X. To begin with, we assume that X is a
compact metric space. Our main result then states that if £ € C(X)*, then there
exists a finite signed Borel measure p (this measure is sometimes referred to as a
Radon measure) so that

Lf) = /Xf(m) du(xz)  for all f € C(X).

Before proceeding with the argument leading to this result, we collect some basic
facts and definitions.

Let X be a metric space with metric d, and assume that X is compact; that is,
every covering of X by open sets contains a finite sub-covering. The vector space
C(X) of real-valued continuous functions on X equipped with the sup-norm

IfIl = sup [f(x)],  feC(X)
zeX

is a Banach space over R. Given a continuous function f on X we define the
support of f, denoted supp(f), as the closure of the set {z € X : f(z) # 0}.5

We recall some simple facts about continuous functions and open and closed
sets in X that we shall use below.

(i) Separation. If A and B are two disjoint closed subsets of X, then there
exists a continuous function f with f =1on A, f =0o0n B, and 0 < f < 1 in the
complements of A and B.

Indeed, one can take for instance

_ d(z, B)
@)= d(z, A) + d(z, B)’

where d(z, B) = infyep d(z,y), with a similar definition for d(z, A).

(ii) Partition of unity. If K is a compact set which is covered by finitely many
open sets {Ox}h_;, then there exist continuous functions 7, for 1 <k < N so
that 0 < ni < 1, supp(nx) C Ok, and E],::l nk(z) = 1 whenever x € K. Moreover,
0< SN me(z) <1forallz € X.

One can argue as follows. For each z € K, there exists a ball B(x) centered at x
and of positive radius such that B(x) C O; for some 3. Since |J, ., B(z) covers K,

we can select a finite subcovering, say U;Vil B(zj). For each 1 <k <N, let Us

be the union of all open balls B(x;) so that B(x;) C Oy; clearly K C s, Uk
By (i) above, there exists a continuous function 0 < ¢ < 1 so that ¢, =1 on Uy
and supp(pr) C Op. If we define

m=v1, 2=w2(l—p1), ... , qn=pn(1—p1) - (1 —on-1)

6This is the common usage of the terminology “support.” In Book III, Chapter 2, we
used “support of f” to indicate the set where f(x) # 0, which is convenient when dealing
with measurable functions.
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then supp(nx) C Ok and
mt-tan =1=(1 =) (1 -¢n),

thus guaranteeing the desired properties.

Recall” that the Borel o-algebra of X, which is denoted by Bx, is the smallest
o-algebra of X that contains the open sets. Elements of Bx are called Borel sets,
and a measure defined on Bx is called a Borel measure. If a Borel measure is
finite, that is pu(X) < oo, then it satisfies the following “regularity property”: for
any Borel set E and any € > 0, there are an open set O and a closed set F' such
that £ C O and pu(O — E) < ¢, while F C E and u(E — F) < e.

In general we shall be interested in finite signed Borel measures on X, that
is, measures which can take on negative values. If p is such a measure, and p*
and p~ denote the positive and negative variations of p, then = p* — ™, and
integration with respect to u is defined by [ fdu = [ fdu™ — [ fdu~. Conversely,
if 1 and po are two finite Borel measures, then p = 1 — w2 is a finite signed Borel
measure, and [ fdu = [ fdur — [ fdpo.

We denote by M (X) the space of finite signed Borel measures on X. Clearly,
M(X) is a vector space which can be equipped with the following norm

[l = 1l (X,

where |u| denotes the total variation of p. It is a simple fact that M (X) with this
norm is a Banach space.

7.1 The case of positive linear functionals

We begin by considering only linear functionals £ : C(X) — R which are positive,
that is, £(f) > 0 whenever f(z) >0 for all z € X. Observe that positive linear
functionals are automatically bounded and that ||¢]] = £(1). Indeed, note that
|f(@)| < [IF]l, hence |[f[| £ f = 0, and therefore [£(f)] < £(1)[|f]]-

Our main result goes as follows.

Theorem 7.1 Suppose X is a compact metric space and £ a positive linear func-
tional on C(X). Then there ezists a unique finite (positive) Borel measure p so
that

(17) ()= [ f@dute)  for il f € C(X).

Proof.  The existence of the measure p is proved as follows. Consider the
function p on the open subsets of X defined by

p(O) = sup {£(f), where supp(f) C O, and 0 < f < 1},

"The definitions and results on measure theory needed in this section, in particular the
extension of a premeasure used in the proof of Theorem 7.1, can be found in Chapter 6
of Book III.
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and let the function . be defined on all subsets of X by
p«(E) = inf{p(O0), where E C O and O is open}.

We contend that p. is a metric exterior measure on X.

Indeed, we clearly must have p.(E1) < p«(E2) whenever E1 C Ez. Also, if O is
open, then u.(O) = p(O). To show that u. is countably sub-additive on subsets
of X, we begin by proving that u. is in fact sub-additive on open sets {Oy}, that
is,

(18) m(m@>§imww

To do so, suppose {Or }72; is a collection of open sets in X, and let O = ;= Ok.
If f is any continuous function that satisfies supp(f) C O and 0 < f <1, then
by compactness of K = supp(f) we can pick a sub-cover so that (after relabeling
the sets Oy, if necessary) K C ngl Ok. Let {nx}1_; be a partition of unity of
{O1,...,0n} (as discussed above in (ii)); this means that each 7 is continuous
with 0 < nr < 1, supp(ne) C Ok and Eszl ne(z) = 1 for allz € K. Hence recalling
that p. = p on open sets, we get

) =D 00 m) <Y pe(On) <Y e (On),
k=1 k=1

k=1

where the first inequality follows because supp(fnx) C O and 0 < fn < 1. Tak-
ing the supremum over f we find that p. (Uye, Ok) < >pe; ps(Ok).

We now turn to the proof of the sub-additivity of p. on all sets. Suppose {Ex}
is a collection of subsets of X and let € > 0. For each k, pick an open set Oy
so that Er C O and . (Or) < px(Ex) + €27 %, Since © = U Ok covers | Ex, we
must have by (18) that

pe (U Br) € pa(0) 7 (Ok) < Bi) + 6,
k k

and consequently p.(|J Er) < 3°, p«(Ek) as desired.

The last property we must verify is that p. is metric, in the sense that if
d(E1, E2) > 0, then pu.«(F1 U E2) = i (F1) + p«(E2). Indeed, the separation con-
dition implies that there exist disjoint open sets O; and Oz so that Fi1 C O:
and F2 C Os. Therefore, if O is any open subset which contains F;1 U F2, then
O D (0ONO1)U(ONO,), where this union is disjoint. Hence the additivity of .
on disjoint open sets, and its monotonicity give

P (O) 2 (O N O1) + pse (O N O2) > s (E1) + s (E2),
since F1 C (O N Ol) and E> C (O n (92) So /.L*(E1 @] EQ) > u*(E1) =+ I,L*(EQ)7 and

since the reverse inequality has already been shown above, this concludes the proof
that p. is a metric exterior measure.

(continued...)
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almost-orthogonality, 372
amplitude, 325; (1)3; (11)323
analytic family of operators, 338
analytic identity, 279
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(1)49; (111)109

atomic decomposition, 74
atoms, 74

l-atom, 138

p-atoms, 81

“faux”, 93
averaging operator, 322, 323, 366

Banach integral, 24
Banach space, 9
equivalent, 46
Banach-Tarski paradox, 46
Baouendi-Treves approximation
theorem, 300
Bernoulli trials, 205
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374
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BMO, 86
Bochner’s theorem, 292
Bochner-Martinelli integral, 319
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measure, 29, 242; (III)269

sets, 29, 242; (III)23, 267
Borel-Cantelli lemma, 231; (I11)42,

63

bounded mean oscillation, 86
Brownian motion, 227, 240

recurrent, 274

transient, 274

Calderén-Zygmund
decomposition, 76
distributions, 135

cancelation condition, 135
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first, 158
second, 158

Cauchy integral
representation, 277
upper half-space, 312

Cauchy-Riemann
equations, 277; (I11)12
tangential weak sense, 300
operator, 148
vector field, 290
tangential, 291

Cauchy-Szeg6 integral, 311

central limit theorem, 195, 220

characteristic
function, 216, 221; (I111)27
polynomial, 126; (I111)221, 258

Clarkson inequalities, 45

class C*; (1)44
function, 101, 290
hypersurface, 288

closed linear map, 174

closure of a set, 158

complete normed vector space, 5

conditional expectation, 209

cone, 267
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backward, 155

forward, 155

outside condition, 268
conjugate

exponents, 3

function, 50

Poisson kernel, 63; (111)255
convergence in probability, 195
convex set, 17, 382; (111)35

convolution; (T)44, 139, 239; (III)74,

94, 253
distributions, 102
functions, 38, 60
covariance matrix, 221
critical point, 327; (11)326
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form, 333

Gauss, 333
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rotational, 366

total, 333
cylinder set, 191; (I111)316
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differential form, 291
Dirac delta function, 23, 101;
(I11)110, 285
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kernel, 90; (1)37; (III)179
problem, 264; (1)20, 28, 64, 170;
(I1)212, 215, 216; (III)230
dispersion equations, 348
non-linear, 359
distance
Hausdorff, 177; (I11)345
distribution, 99, 100
convolution, 102
derivative, 101
finite order, 150
function, 72
fundamental solution, 125
Gaussian, 196
homogeneous, 115
joint, 206
measure, 195, 220
normal, 196
periodic, 153
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positive, 150

principal value, 111

regular, 117, 132

support, 104

tempered, 106

weak sense convergence, 103
domain of holomorphy, 320
Donsker invariance principle, 250
dual

exponents, 3

space, 12

transformation, 22
dyadic intervals, 199

elliptic differential operator, 132
equivalence, 41

equivalent Banach spaces, 46
ergodic, 208; (1)111; (111)294
error function, 229
essential-supremum, 8

event, 192

expectation conditional, 209
exponential type, 151; (II)112

Fourier coefficients, 48; (1)16, 34;
(I1I1)170
Fourier series; (I)34; (II)101;
(11171
conjugate function, 50
decay of coefficients, 173
diverging at a point, 167
periodic distributions, 153
random, 202
Fourier transform; (1)134, 136, 181;
(In111
surface-carried measure, 334
tempered distribution, 108
fractional derivative, 375
function
analytic in C™, 276
class C*, 101
convolution, 38, 60
Dirac delta, 101; (IIT)110
expectation, 196
gauge, 18
holomorphic in C", 276
homogeneous, 115
mean, 196
measurable, 209; (III)28
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slowly increasing, 107
support, 28, 104, 146; (III)53
variance, 196
Walsh-Paley, 230
zig-zag, 165
fundamental solution, 125

gauge function, 18
Gauss
curvature, 333
map, 405
Gaussian; (1)135, 181; (III)88
distribution, 196
subspace, 228
generalized function, 99
generic set, 158
graph of a linear map, 174

Hahn-Banach Theorem, 20, 43
Hamel basis, 183
Hardy space, 73, 308; (I11)174, 203,
213
harmonic measure, 254
Hartog’s phenomenon, 280
Hausdorff distance, 177; (I111)345
Hausdorft-Young inequality, 49, 57,
90
heat
kernel, 128; (1)120, 146, 209;
(IIy111
operator, 127, 133
Heaviside function, 101; (111)285
Heisenberg group, 318
Hessian matrix, 329
Hilbert transform, 62; (I11)220, 255
Holder
condition, 10; (I)43
inequality, 3, 35, 38, 39
converse, 14
holomorphic coordinates, 294
Huygens’ principle, 156; (1)193
hyperbolic measure, 385
hyperplane, 17
affine, 17
proper, 16
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hypersurface, 288
class C*, 288
hypo-elliptic, 133

identically distributed functions, 205
injective mapping, 171

interior of a set, 158; (III)3
invariance principle (Donsker), 250
invariant set, 207; (I111)302

iterated logarithm, 237, 275

Jensen’s inequality, 40
John-Nirenberg inequalities, 95
joint distribution, 206

Khinchin’s inequality, 203

Laplacian, 119, 126; (I)20, 149, 185;
(I1)27; (111)230
lattice points, 377, 379
law of large numbers, 213
law of the iterated logarithm, 237,
275
Lebesgue’s thorn, 275
Levi form, 295
Lewy
example, 313
extension theorem, 306
linear functional, 11; (IIT)181
bounded, 11
continuous, 11
linear transformation
bounded, 21
Liouville numbers, 185
Lipschitz
boundary, 272
condition, 10, 146; (1)82; (I1I)90,
147, 151, 330, 362

martingale sequence, 211
complete, 211
maximal function, 70, 76, 85;
(I11)100, 261
spherical, 406
maximum principle, 296; (I)92;
(111)235
meager set, 158
mean, 196
measurable, 209
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measure
Borel, 29, 242
continuous, 218
harmonic, 254
hyperbolic, 385
Radon, 28, 100

Minkowski inequality, 4
for integrals, 37

mixed norm, 38

mixing, 207; (IIT)305

multiplier, 134; (111)220

mutual independence, 193
function, 193
sub-algebras, 211

non-linear dispersion equation, 359
norm, 9, 21
of a continuous linear functional,
12
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distribution, 196
number, 231; (I11)318
normed vector space, 3, 9
nowhere dense set, 158
nowhere differentiable function, 163,
253; (1)113, 126; (111)154, 383

open mapping, 171

open mapping theorem, 171; (11)92
Orlicz space, 41, 45

oscillation of a function, 161; (I)288
outside cone condition, 268

parallelogram law, 41, 45; (II1)176
parametrix, 131
partition of unity, 28
path, 223
periodization operator, 153
phase, 325; (I)3; (I)323
Poisson
kernel, 63; (1)37, 55, 149, 210;
(1167, 78, 109, 113, 216;
(IIm111, 171, 217
conjugate, 63; (I)149; (II)78, 113;
(111)255
Poisson summation formula, 379;
(I1)154-156, 165, 174; (11)118
polydisc, 277
principal

INDEX

curvatures, 333
value, 111
probability
convergence, 195
measure, 192, 195
weak convergence, 219
space, 192
process
stationary, 232
stochastic, 239
stopped, 261
Prokhorov’s lemma, 243
proper hyperplane, 16
pseudo-convex, 296
strongly, 296

Rademacher functions, 192
Radon
measure, 28, 100
transform, 363; (1)200, 203;
(I11)363
random
flight, 237
Fourier series, 202
variable, 190
walk, 222
recurrent, 223
recurrent
Brownian motion
neighborhood, 274
pointwise, 274
random walk, 223
reflection, 63
regular
distribution, 117, 132
point, 257
restriction (LP, L?), 345
Riemann-Lebesgue lemma, 93;
(1)80; (111)94
Riesz
convexity theorem, 57
diagram, 57
interpolation theorem, 52
product, 235
rotational
curvature, 366
matrix, 365

Schrodinger equation, 348
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Schwartz space, 105; (1)134, 180
second fundamental form, 333

section, 243
separable
LP space, 36
Banach space, 43
measure space, 36
set
Borel, 29, 242
closure, 158; (II)6
convex, 17, 382; (I1I)107
cylinder, 191; (III)316
cylindrical, 242
dense, 158
first category, 158
generic, 158
interior, 158; (I1)6
invariant, 207
meager, 158
nowhere dense, 158
second category, 158
strongly convex, 383
signature, 294
signum, 14
singular integral, 62, 134
Sobolev
embedding, 151; (II1)257
space, 11, 151

spherical maximal function, 406

stationary
process, 232

stationary phase, 325, 398; (1I)326

stochastic process, 239
stopped process, 261
stopping time, 254, 255
Strichartz estimates, 351
strong Markov property, 258
strong solution, 360
strongly convex set, 383
strongly pseudo-convex, 296
sub-algebra, 209
support

distribution, 104

function, 104; (III)53

of a function, 28, 146
surface-carried measure, 334

smooth density, 334
surjective mapping, 171

tail algebra, 215

423

tangential
Cauchy-Riemann vector field, 291
vector field, 290
Tchebychev inequality, 73; (II1)91
tempered distribution, 106
test functions, 100, 105
three-lines lemma, 53, 339; (I1)133
Tietze extension principle, 269
tight, 33, 243
total curvature, 333
type (of an operator), 56

uniformly convex, 45
universal element, 184
upper
half-plane, 61
half-space, 307

van der Corput inequality, 328
variance, 196; (I)160
vector field, 290

Walsh-Paley functions, 230
wave operator, 155
weak
boundedness, 184
compactness of L? 37
convergence, 37, 221, 243;
(111)198
weak sense
continuity, 108
convergence, 103
derivative, 101
derivative in LP, 10
tangential Cauchy-Riemann
equations, 300
weak™ convergence, 44
weak-type, 92
weak-type inequality, 71; (III)101
Weierstrass approximation theorem,
299; (1)54, 63, 144, 163
Weierstrass preparation theorem,
282, 319
Wiener measure, 240, 241

Young’s inequality, 39, 40, 60
Yukawa potential, 149

zero-one law, 199, 215
zig-zag function, 165
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